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Predictive Theory and Modelling of Heterogeneous Interfaces

Abstract

While much progress has been made in the microscopic characterization of bulk materials, understanding the behavior, at the atomic scale, of complex materials interfaces remains a challenging problem in condensed matter physics and materials science. Development of predictive theory and modeling for interfacial systems is not only important to aid experimental interpretations but is also crucial to accelerate materials design efforts for a broad range of technological applications from the semiconductor industry to the development of new sources of energy.

This dissertation presents a computational framework that combines first-principles molecular dynamics simulations for the determination of interfacial atomic structures, and advanced electronic structure methods for the description of electronic properties to understand, predict and design materials interfaces. In particular, the research presented in this thesis was carried out in two parallel directions:

• Predictions of the interfacial atomic structure of complex materials interfaces using first-principles molecular dynamics, and validation of the predictions by relating structural models to experiments, e.g., data from X-ray, infrared spectra and sum-frequency generation spectroscopy experiments.

In particular, I investigated structural and dynamical properties of the ice Ih surface and of the Al₂O₃/water interface. While the study of the ice surface is the first step towards the understanding of complex semiconductor/water interfaces, the Al₂O₃/water interface represents a suitable prototype interface for extensive comparisons between theory and experiments.
• Development of advanced first-principles techniques to study electronic states at interfaces and application of these techniques to gain insights on the relationship between local interface structure and electronic properties.

I devised a new technique to study excited states and photoemission spectra based on many-body perturbation theory, within the so-called $GW$ approximation, which improves both the computational efficiency and accuracy of existing methodologies, and that can be employed to study realistic systems.

In addition, in the thesis I employed the new $GW$ technique to investigate a variety of systems including molecules, nanostructures, semiconducting interfaces, liquid water and simple aqueous solutions. These studies are crucial to build a fundamental understanding of the electronic structure of semiconductor/liquid water interfaces and of, e.g., water with dissolved ions under different pH conditions, interfaced with a photoelectrode.

Information provided by these two parallel research directions helped establish a structure-electronic properties-chemical reactivity paradigm, that is general and applicable to a large class of materials. An example presented in the thesis is that of functionalized Si surfaces interfaced with liquid water, in which I studied the effect of surface functionalization on the alignment between Si band edges and water redox potentials, and I suggested a possible approach to engineer and design semiconductor surfaces for photoelectrochemical water splitting.
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Introduction

Global demand for energy is projected to more than double by 2050 and to more than triple by the end of the century. Finding sufficient supplies of clean, efficient and renewable energy sources is thus one of the most important scientific and technical challenges facing humanity in the 21st century. Renewable sources, such as solar and wind, offers enormous potential for meeting this future energy demand. For example, more energy from sunlight strikes the earth in 1 hour ($4.3 \times 10^{20}$ J) than all of the energy currently consumed on the planet in 1 year ($4.1 \times 10^{20}$ J in 2001) \cite{1,2}.

The design of highly efficient “machines”, such as photoelectrochemical (PEC) cells and chemical energy storage devices (batteries) to harness and store solar energy, is both a formidable challenge and an opportunity that, if realized, could have a revolutionary impact on our energy system. These are two representative devices, for which the understanding of structure and reactivity at interfaces between, e.g., solids (electrodes) and liquids (electrolytes) is the key to designing novel materials for the next generation of devices.

Heterogeneous interfaces are often difficult to access and characterize by experimental probes as they are typically hidden or buried within bulk materials. In complex systems, modeling and simulation have played an important role by aiding in the interpretation of the experiments and in some cases by providing information that cannot be directly accessed by experiment. In recent years, due to important advances in both high perfor-
mance computing resources and sophisticated electronic structure codes, our ability to use modeling and simulation as predictive tools has been rapidly increasing and it is now conceivable to use these approaches to guide and accelerate the discovery of new materials for a wide range of energy technologies.

As shown recently, e.g., Refs. [3, 4], it is now possible to use first-principles calculations to scan a large number of combinations of elements across the entire periodic table, and to suggest many new candidates as, e.g., promising photo-electrode materials for photo-electrochemical solar cells and anode/cathode materials for batteries. However, current computational screening schemes presented in the recent literature have mostly focused on the bulk properties of solids, without the explicit treatment of the microscopic structure and chemistry of heterogeneous interfaces. A focus on bulk materials properties is a reasonably simple starting point, as it usually only involves the calculation of relatively small system sizes that can be efficiently carried out with modest computational resources. Such simplicity, however, does not account for the complex physical and chemical processes that occur at surfaces and interfaces, such as the separation and recombination of charge carriers at PEC electrode/electrolyte interfaces. Without a detailed information of the microscopic structure and chemistry occurring at heterogeneous interfaces, the formulations of a consistent strategy to optimize materials for the next generation of, e.g., PEC cells and batteries, is an extremely difficult task, if not impossible.

A desirable theoretical approach for optimizing materials for, e.g., the next generation of photoelectrochemical cells and chemical energy storage devices should allow one to accurately predict the behavior and properties of heterogeneous interfaces. The development of such approach is very challenging as it requires:

1. The generation and validation of realistic structural models of complex materials with \textit{ab-initio} simulations.

2. The development of advanced electronic structure methodologies which are capable
of providing accurate descriptions of the electronic properties of interfacial systems with possibly hundreds of atoms. In particular, calculations using advanced electronic structure methods such as many-body perturbation theory, e.g., within the $GW$ approximation are rather demanding from a computational standpoint, and are usually limited to systems containing only a few tens of atoms with conventional implementations.

3. The applicability of *ab-initio* calculations to complex materials interfaces involving different phases, and to broad classes of materials with various compositions and morphology.

This dissertation focuses on devising new theoretical and computational techniques to meet these challenges. In this dissertation, I present a computational framework that couples first-principles molecular dynamics simulations for the determination of interfacial atomic structures, together with an *ab-initio* description of electronic properties based on many-body perturbation theory within the $GW$ approximation, to establish simple relationships between local interface structure, electronic properties of semiconductors and their reactivity in aqueous solutions. The investigations carried out in this dissertation have proceeded in two parallel directions, with the following goals:

1. Predicting the interfacial atomic structure of solids and liquids, using first-principles molecular dynamics, and validating our predictions by relating the structural models to experiment, e.g., data from X-ray, infrared, Raman and sum-frequency generation spectroscopy experiments.

2. Devising advanced first-principles electronic structure techniques that improve the efficiency and accuracy of $GW$ calculations and allow for the application of the $GW$ approach to study realistic interfacial systems. Applying the new implementation to study electronic states at interfaces to derive insights into the relationship between
interfacial structure and reactivity.

The results of these two parallel research directions allowed me to establish a structure-electronic properties-chemical reactivity paradigm, that is general and applicable to a large class of materials. The rest of the thesis is organized as follows:

- Chapter 1 presents the theoretical background on which this thesis is built, with the emphasis on density functional theory and first-principles molecular dynamics for the description of ground state properties, and on many-body perturbation theory within the so-called $GW$ approximation for the description of excited state properties of materials.

- Chapter 2 presents the development of a new technique to investigate excited states and photoemission spectra based on many-body perturbation theory within the $GW$ approximation, which improves both the computational efficiency and accuracy of existing methodologies, and that can be employed to study realistic systems, directly comparable to experiments. The chapter also presents applications of the technique to study the electronic properties of a variety of systems including molecules, nanostructures, insulators and semiconductors.

- Chapter 3 presents applications of density functional theory and first-principles molecular dynamics simulations to study structural and dynamical properties of oxide surfaces and interfaces. In particular, two systems were considered, including the ice Ih surface and the $\text{Al}_2\text{O}_3$/water interface. While the study of the ice surface is the first step towards the understanding of complex semiconductor/water interfaces, the $\text{Al}_2\text{O}_3$/water interface represents a suitable prototype interface for extensive comparisons between theory and experiments.

- Chapter 4 combines density functional theory, first-principles molecular dynamics and the $GW$ approach to investigate nitride surfaces and interfaces. In particular,
first-principles molecular dynamics was employed to obtain a realistic model of the Si$_3$N$_4$/Si(001) interface, density functional theory was used to investigate the dielectric properties of the nitride interface and surfaces, and the $GW$ approach was utilized to compute the band offsets at the Si$_3$N$_4$/Si(001) interface.

- Chapter 5 is devoted to the electronic properties of simple aqueous solutions, i.e., liquid water and a chloride anion solution, using the newly developed $GW$ approach presented in Chapter 2. These studies are crucial to build a fundamental understanding of the electronic structure of semiconductor/liquid water interfaces and of, e.g., water with dissolved ions under different pH conditions, interfaced with a photoelectrode, as employed in water splitting devices.

- Chapter 6 presents a new computational framework that combines first-principles molecular dynamics and the $GW$ approach to investigate the electronic structure of semiconductor/water interfaces, with focus on the calculation of the energy alignment between photoelectrode band edges and water redox potentials. The computational framework is then applied to functionalized Si surfaces interfaced with water.

Finally the work is summarized in the Conclusion chapter, which also includes perspective on future work.
Chapter 1

Theoretical background

1.1 Schrödinger equation and Born-Oppenheimer approximation

Quantum mechanical simulation of electrons and ions is one of the most powerful tools for explaining and predicting a vast range of phenomena in physics, chemistry and materials science. In quantum theory, electrons and ions are described by wavefunctions and therefore, from a theoretical point of view, knowing the wavefunctions is enough to describe all the properties of a system. Although the wavefunction does not represent any physical quantity, its square modulus is interpreted as the probability density of the distribution of particles, which plays the key role in understanding the behaviors of a system.

In the most general form, the wavefunction is the solution of the Schrödinger equation:

$$\hat{H}\Psi = W\Psi,$$  \hspace{1cm} (1.1.1)

where $\Psi$ and $W$ are the wavefunction and total energy of the system. The non-relativistic
Hamiltonian $\hat{H}$ can be written explicitly for a system of $N$ electrons and $M$ nuclei:

$$\hat{H} = \hat{T}_e + \hat{U}_{e-e} + \hat{W}_{e-I} + \hat{T}_I + \hat{W}_{I-I},$$

$$= \sum_{i=1,N} \left( \frac{1}{2} \nabla_i^2 + v_c(r_i) \right) + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} + \hat{T}_I + \hat{W}_{I-I}, \quad (1.1.2)$$

where

$$v_c(r_i) = - \sum_{I=1,M} \frac{Z_I}{|r_i - R_I|}; \quad \hat{W}_{I-I} = \frac{1}{2} \sum_{I \neq J} \frac{Z_I Z_J}{|R_I - R_J|}. \quad (1.1.3)$$

The operators in Eq. 1.1.2 are the kinetic energy $\hat{T}_e$ of electrons, the interaction energy $\hat{U}_{e-e}$ between electron-electron, the interaction energy $\hat{W}_{e-I}$ between electrons and nuclei of charge $Z_I$, the kinetic energy $\hat{T}_I$ of nuclei, and the Coulomb interaction energy $\hat{W}_{I-I}$ between nuclei. Atomic units ($\hbar = m = e = 1$) are used throughout the thesis.

Solving Eq. 1.1.1 yields the many-body wavefunction $\Psi(r_1, \ldots, r_N; R_1, \ldots, R_M)$ for a system of $N$-electron-$M$-nucleus. However, the Hamiltonian in Eq. 1.1.2 is too complicated for a direct handling, and therefore, approximations are needed for practical descriptions. To partially overcome this problem, the usual choice is to resort to the so-called adiabatic approximation, introduced by Born and Oppenheimer in 1927. The general idea of this method is the factorization of the full wavefunction $\Psi(\{r_I\}, \{R_I\})$ into the nuclear and electronic ones, based on the fact that the mass of electrons and those of ions are sufficiently different, i.e., $m_{\text{nuclei}}/m_e \geq 1836$. In this spirit, electrons can be described as following instantaneously the motion of nuclei, while their dynamics is characterized by the dynamically screened interaction potential. The total wavefunction $\Psi(\{r_I\}, \{R_I\})$ can be separated into the product of a nuclei part, $\Phi(\{R_I\})$, and an electronic part, $\psi(\{r_I\}; \{R_I\})$, as:

$$\Psi(\{r_I\}, \{R_I\}) = \Phi(\{R_I\})\psi(\{r_I\}; \{R_I\}), \quad (1.1.4)$$
and the Hamiltonian can be rewritten as two coupled problems for electrons and nuclei, respectively:

\[
\left( -\frac{1}{2} \sum_{i=1,N} \nabla_i^2 - \sum_{i=1,N} \sum_{I=1,M} \frac{Z_I}{|r_i - R_I|} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} \right) \psi(r_i; R_I) = E_{el}(\{R_I\}) \psi(\{r_i; R_I\}),
\]

(1.1.5)

and

\[
\left( -\frac{1}{2} \sum_{I=1,M} \nabla_I^2 + E_{el}(\{R_I\}) \right) \Phi(\{R_I\}) = \varepsilon \Phi(\{R_I\}).
\]

(1.1.6)

Although the Born-Oppenheimer approximation allows one to work with the much simpler problem of considering motions of electrons and nuclei separately, the problem of the electrons only itself is still a many-body problem. Solving the equation Eq. 1.1.5 for electrons is the main task of computational electronic structure theory.

### 1.2 Density functional theory

In practice, solving the equation Eq. 1.1.5 to find the electronic ground state wavefunction for a many-electron system is still an unsolvable mathematical problem because of its dependence on \(3N_e\) degrees of freedom. Therefore, suitable approximations are further needed.

In 1964, Hohenberg and Kohn proposed and proved a theorem that allows to search for the ground state energy of a many-body electron system as a functional of its ground-state electron density, introducing the so-called Density Functional Theory (DFT) \[5\]. Employing the DFT approach to the electronic problem is, in principle, simpler than a direct handling of the equation Eq. 1.1.5 since it reduces the number of degrees of freedom from \(3N_e\) to only 3 coordinate variables. The theoretical framework of DFT is based on two theorems, first proved by Hohenberg and Kohn:

1. For any system of interacting particles in an external potential \(V_{ext}(r)\), the potential
$V_{\text{ext}}(\mathbf{r})$ is determined uniquely, except for a constant, by the ground state electronic density $n_0(\mathbf{r})$.

2. An universal functional of the electronic density $F[n]$ can be defined, such that the ground state energy, as a functional of the external potential, $E_0[V_{\text{ext}}]$, can be derived from the variational principle:

$$E_0[V_{\text{ext}}] = \min_n (F[n] + \int d\mathbf{r} V_{\text{ext}}(\mathbf{r}) n(\mathbf{r})) + W_{I-I}, \quad (1.2.1)$$

with the constraint that electron density is normalized to the total number of electrons:

$$\int d\mathbf{r} n(\mathbf{r}) = N. \quad (1.2.2)$$

The density that minimizes the Eq. (1.2.1) is the ground state density $n_0(\mathbf{r})$.

The Hohenberg-Kohn (HK) theorems demonstrate the existence of such a functional, $F[n]$, connecting the ground state of a many-body quantum system to its ground-state particle density, whose explicit form is however unknown. A practical recipe for computing this functional is provided by the Kohn-Sham (KS) ansatz [6], which maps the many-body system onto an auxiliary system of non-interacting particles. The ground state density of $N$ non-interacting electrons is defined as:

$$n(\mathbf{r}) = \sum_v 2|\psi_v(\mathbf{r})|^2, \quad (1.2.3)$$

where the summation runs over the occupied states, and $\psi_v(\mathbf{r})$ are single particle wavefunctions.

The kinetic energy of the system is:

$$T_0 = -\frac{1}{2} \sum_v \langle \psi_v | \nabla^2 | \psi_v \rangle. \quad (1.2.4)$$
The Hartree energy, defined as the classical electrostatic energy of a system with electron density $n(r)$ is:

$$E_H[n] = \frac{1}{2} \int d\mathbf{r}d\mathbf{r}' n(\mathbf{r})n(\mathbf{r}') \frac{1}{|\mathbf{r} - \mathbf{r}'|}. \quad (1.2.5)$$

The KS ansatz splits the HK functionals into the sum of $T_0$, $E_H$ and the unknown term called the exchange-correlation energy:

$$F[n] = T_0[n] + E_H[n] + E_{xc}[n]. \quad (1.2.6)$$

Applying the variational equation of Theorem II, we obtain the Euler equation:

$$\frac{\delta T_0[n]}{\delta n(\mathbf{r})} + V_{KS}(\mathbf{r}) = \mu \quad (1.2.7)$$

where $\mu$ is the Lagrange multiplier accounting for the constraint on the total number of electrons, and $V_{KS}$ is defined as:

$$V_{KS}(\mathbf{r}) = \frac{\delta E_H[n]}{\delta n(\mathbf{r})} + \frac{\delta E_{xc}[n]}{\delta n(\mathbf{r})} + V_{ext}(\mathbf{r}) \quad (1.2.8)$$

$$= V_H(\mathbf{r}) + V_{xc}(\mathbf{r}) + V_{ext}(\mathbf{r}) \quad (1.2.9)$$

Equation $1.2.7$ is the same to that used to describe a system of non-electrons, subject to an effective potential $V_{KS}(\mathbf{r})$. Therefore we can define the Hamiltonian of an auxiliary non-interacting system as:

$$H_{KS} = \frac{1}{2} \nabla^2 + V_{KS}(\mathbf{r}). \quad (1.2.10)$$

The corresponding Schrödinger equation of this non-interacting system is:

$$H_{KS}\psi_i(\mathbf{r}) = \epsilon_i \psi_i(\mathbf{r}), \quad (1.2.11)$$
which is so called the KS equation. Eigenvalues and eigenfunctions are KS orbital energies and KS orbitals, respectively.

Given the exact form of the exchange-correlation functional, DFT would provide exact ground state properties of an many-body interacting system. In practice, the exact form of $E_{xc}[n]$ is unknown, and different approximations are employed to account for this term. The most commonly used approximations are the local and semi-local approximations which assume that the exchange-correlation energy depends only locally and semi-locally on the electron density. The Local Density Approximation (LDA) for the exchange-correlation energy is written as:

$$E_{xc}^{LDA}[n(r)] = \int \epsilon_{xc}^{LDA}(n(r))n(r)dr$$  \hspace{1cm} (1.2.12)

where $\epsilon_{xc}^{LDA}$ is the exchange-correlation energy per electron of the homogeneous electron gas with a density $n$. The Generalized Gradient Approximation (GGA), in constrast, take into account the dependence of the exchange-correlation energy on the local density gradient [6]:

$$E_{xc}^{GGA}[n(r)] = \int \epsilon_{xc}(n(r), \nabla n(r))n(r)dr.$$  \hspace{1cm} (1.2.13)

One of the most popular GGA functional is the Perdew, Burke, and Enzerhof (PBE) [7].

### 1.3 First-principles molecular dynamics

Numerical simulations based on first-principles molecular dynamics (MD) have proven to be a powerful tool to investigate structural, dynamical and electronic properties of condensed systems in a wide range of temperatures. MD simulations generate the ionic trajectories which allow to calculate both equilibrium and nonequilibrium statistical averages, and access to microscopic details of atomic dynamics, which may not be available
from experiments.

Let us consider \( N \) atoms with coordinates \( \{ R_{I,N} \} \), the main ingredient of MD is the calculation of the atomic force:

\[
F_I = -\frac{\partial E_0[\{ R_I \}]}{\partial R_I},
\]

(1.3.1)

where the ground state energy \( E_0[\{ R_i \}] \) can be obtained from DFT with an approximation, e.g. LDA, for the exchange-correlation energy. Because the mass of electrons is much smaller than that of nuclei, the time evolution of electrons is much more rapid than nuclear motion. In the Born-Oppenheimer (BO) molecular dynamics, these two freedoms of motion are considered separately. For any molecular configuration occurring at each step, the ground-state density is first calculated by solving KS equations, then the ionic coordinates are updated by integrating the equations of motion:

\[
M_I \ddot{R}_I = F_I,
\]

(1.3.2)

for a small time step. Although this approach is straightforward and usually stable, a drawback is that the electronic configuration has to be converged for every single ionic step. The so-called Car-Parrinello (CP) algorithm avoids this problem by letting both ionic and electronic degrees of freedom evolve under the action of a fictitious Lagrangian:

\[
L = \sum_i 2\mu \int d\mathbf{r} |\dot{\psi}_i(\mathbf{r})|^2 + \frac{1}{2} \sum_I M_I |\dot{R}_I|^2 - E[\{ \psi_i \}, \{ R_I \}] + \sum_{ij} A_{ij} \int d\mathbf{r} \psi_i(\mathbf{r}) \psi_j(\mathbf{r}) - \delta_{ij},
\]

(1.3.3)

where \( \mu \) is an arbitrary parameter of appropriate units which serves to define the fictitious kinetic energy of the KS orbitals, and \( A_{ij} \) is a Lagrangian multiplier matrix to comply with the orthonormality constrain. This Lagrangian generates a dynamics in the coupled
electron-ion parameter space through the equation of motion:

\[
\begin{align*}
\mu \ddot{\mu}_i(r, t) &= -\hat{H}_{KS}\psi_i(r, t) + \sum_j \Lambda_{ij}\psi_j(r, t) \\
M_I \ddot{R}_I &= -\frac{\partial E_0\left\{\{R_I\}\right\}}{\partial R_I}.
\end{align*}
\]

In the presence of a large gap in the electronic spectrum, a wise choice of the fictitious mass makes it possible to limit the energy transfer from the nuclear to the electronic degrees of freedom, thus reducing the need of reoptimizing the electronic wavefunctions at each ionic step. In the formal limit where \( \mu \to 0 \), the Car-Parrinello equations of motion approach those of Born-Oppenheimer molecular dynamics.

### 1.4 Many-body perturbation theory

Although DFT has been proved very successful for describing the ground state properties, e.g. structural and vibrational properties, of a wide range of materials, it is usually not a method of choice to study electronic excitations. The solution of the KS equations (Eq. 1.2.11) yields single particle energies that are often identified as excitation energies. This has no theoretical foundation as KS eigenvalues must be considered as mathematical tools and should not be interpreted as electron removal and addition energies. The only exception is the DFT highest occupied molecular orbital energy, which equals the exact minus of the ionization potential given an exact-exchange correlation functional. As a consequence, while often qualitatively correct, the DFT calculations fails to provide reliable quantitative values for band gaps and band structures of semiconductors and insulators.

Band gaps and band structures are experimentally measured by photoelectron spectroscopy. In the direct photoelectron spectroscopy, a photon impinges on the sample
and ejects an electron, whose the binding energy $\epsilon_i$ is measured and equals the difference $\epsilon_i = E_i^N - E_{i-1}^N$ between the total energy $E_0^N$ of the $N$-particle ground state and the energy $E_i^{N-1}$ of the $N-1$-particle excited state. In the inverse photoelectron spectroscopy, an electron is injected into the sample, and the energy of the photon is measured which equals the difference $\epsilon_i = E_i^{N+1} - E_0^N$ between the total energy $E_i^{N+1}$ of the $N+1$-particle excited state and the energy $E_0^N$ of the $N$-particle ground state.

A state of the art method to describe processes involving the ejection and injection of electrons in photoelectron experiments is based on many-body perturbation theory (MBPT). The central variable in this approach is the single particle Green’s function, whose the basic concept is explained in the following section.

1.4.1 Green’s function

Single particle Green’s functions are useful concepts to compute electronic excitations involving the additional or the removal of electrons, and thus to describe photoemission and inverse photoemission experiments. The time-ordered single particle Green’s function is defined as:

$$G^{(1)}(1, 2) = -i \langle \Psi_0^N | \hat{T} \hat{\psi}^+(1) \hat{\psi}(2) | \Psi_0^N \rangle,$$

where $1 \equiv (r_1, t_1)$ and $2 \equiv (r_2, t_2)$ are compact notations for space and time coordinates; $\Psi_0^N$ is the normalized many body ground state wavefunction of a system containing $N$ electrons, $\hat{T}$ is the time ordering operator, and $\hat{\psi}^+(r, t)$ ($\hat{\psi}(r, t)$) is an operator in the Heisenberg representation that creates (destroys) an electron at position $r$ at time $t$. If $t_1 > t_2$ the Green’s function $G^{(1)}$ gives the probability amplitude that an electron added to the system at time $t_2$ at position $r_2$ be detected at position $r_1$ at time $t_1$. If $t_2 > t_1$ an electron is removed from the system, and $G^{(1)}$ describes the time evolution of the corresponding hole.

Considering the time-ordered Green’s function of a stationary system with $\tau = t_1 - t_2$,
by inserting a complete set of eigenstates of the system \( \{ \Psi_j^N \} \) with \((N \pm 1)\) particles, and applying a Fourier transform one obtains the so-called Lehmann representation of the Green’s function:

\[
G^{(1)}(r_1, r_2, \omega) = \sum_j \frac{\psi_j^{N+1}(r_1)\psi_j^{N+1\ast}(r_2)}{\omega - \epsilon_j^{N+1} + i\eta} + \sum_j \frac{\psi_j^{N-1}(r_1)\psi_j^{N-1\ast}(r_2)}{\omega - \epsilon_j^{N-1} - i\eta},
\]

(1.4.2)

where \( \eta \) is an infinitesimal positive number, and:

\[
\psi_j^{N-1}(r) = \langle \Psi_j^{N-1}|\hat{\psi}(r)|\Psi_0^N \rangle,
\]

\[
\psi_j^{N+1}(r) = \langle \Psi_0^N|\hat{\psi}(r)|\Psi_j^{N+1} \rangle.
\]

(1.4.3)

together with the excitation energies:

\[
\epsilon_j^{N-1} = E_0^N - E_j^{N-1},
\]

\[
\epsilon_j^{N+1} = E_i^{N+1} - E_0^N.
\]

(1.4.4)

Within the Lehmann representation, it is seen that the poles of the time-ordered single-particle Greens function represent the energies necessary to add or remove an electron from a \(N\)-electron system. The physical interpretation of the Green’s function indicates that it can be used to describe photoemission or inverse photoemission experiments.

### 1.4.2 Dyson’s equation and the \(GW\) approximation

Calculations of the single particle Green’s function for any interacting electrons system is a difficult task. The Feynman-Dyson perturbation theory can be used to to approximate the many-body Green’s function by considering the Coulomb interaction between electrons as a perturbation acting on the non-interacting system. Within this framework the single particle Green’s function can be defined in terms of the non-interacting single particle
Green’s function $G_{0}^{(1)}$ through the Dyson’s equation:

$$G^{(1)}(1, 2) = G_{0}^{(1)}(1, 2) + \int G_{0}^{(1)}(1, 3)\Sigma(3, 4)G^{(1)}(4, 2)d(34), \quad (1.4.5)$$

where $\Sigma$ is a nonlocal, frequency-dependent and non-Hermitian self-energy operator, which contains all many-body exchange and correlation effects beyond the electrostatic Hartree potential. If an accurate approximation of the self-energy $\Sigma$ was known, the Dyson’s equation would provide a way to compute the interacting Green’s function $G^{(1)}$ from $G_{0}^{(1)}$, the Green function of a mean-field system defined by wavefunctions $\varphi_{j}$ and energies $\epsilon_{j}^{ind}$ obtained from the independent electron equation:

$$\hat{H}_{0}\varphi_{j}^{0} = [-\frac{1}{2}\Delta + \hat{V}_{e-I} + \hat{V}_{H}]\varphi_{j} = \epsilon_{j}^{0}\varphi_{j}^{0}, \quad (1.4.6)$$

where $\hat{V}_{e-I}$ is the Coulomb potential due to nuclei, $\hat{V}_{H}$ is the Hartree potential. By inserting the Lehmann representation (Eq. 1.4.2) into Eq. 1.4.5 we find that the wavefunctions $\psi_{j}$ and eigenvalues $\epsilon_{j}$ obey the quasiparticle equation:

$$\hat{H}_{0}(r_{1})\psi_{j}(r_{1}) + \int \Sigma(r_{1}, r_{2}, \epsilon_{j})\psi_{j}(r_{2})d\mathbf{r}_{2} = \epsilon_{j}\psi_{j}(r_{1}). \quad (1.4.7)$$

Although Eq. 1.4.7 is similar to single particle equations of mean-field approaches such as DFT, it does not constitute a mean-field formulation as the self-energy takes all dynamic many-electron processes into account.

In practice, the self-energy must be approximated in order to solve the quasiparticle equation. One of the most common used approximation for $\Sigma$ is so-called the $GW$ approximation [8] which reads:

$$\Sigma(r_{1}, r_{2}, \omega) = \frac{i}{2\pi} \int G_{0}^{(1)}(r_{1}, r_{2}, \omega + \omega')W(r_{1}, r_{2}, \omega')e^{i\omega'\eta}d\omega', \quad (1.4.8)$$
where $G_0^{(1)}$ is the Green’s function of the non-interacting system defined by Eq. 1.4.6 and $W$ is the dynamically screened interaction, which is related to the bare Coulomb potential through the inverse of the dielectric function:

$$W(r_1, r_2, \omega) = \int \epsilon^{-1}(r_1, r_3, \omega)v_c(r_3, r_2)dr_3$$

(1.4.9)

It has been shown that using the $GW$ approximation, the quasiparticle energies $\epsilon_j$ obtained from the quasiparticle equation can represent very well electron removal and addition energies and thus photoelectron spectroscopy experiments. Details of practical implementations of the $GW$ approach will be discussed in chapter 2.
Chapter 2

Improving the calculation of photoelectron spectra within many-body perturbation theory

2.1 Introduction

Calculations based on DFT are widely used in condensed matter physics and chemistry to study the structural and electronic properties of molecules, nanostructures and materials. However, in principle DFT calculations with approximate exchange correlation functionals are limited to ground state properties; often, when used to describe electronic excitation processes, these calculations do not yield good, quantitative agreement with experiments, although they may account for trends in specific properties within given classes of materials or molecules [9].

A formal basis for studying electronic excitation processes in materials is provided by MBPT [10, 11]. In particular, in the mid-60s an approach was introduced by Hedin, to describe the direct and inverse photoemission spectra of solids and to compute ionization
potentials and electron affinities of molecules, the so called **GW** approach \[8\]. It then took two decades to develop efficient techniques to apply such a method to solids, e.g., crystalline semiconductors. Since the pioneering work of Hybertsen and Louie \[12\], the **GW** approximation to quasiparticle energies has been widely used to study fundamental band gaps \[13\], band offsets at interfaces \[14\], and quantum transport in molecular contacts \[15\]. In addition, quasiparticle energies obtained within the **GW** approximation may be used as input for the solution of the Bethe-Salpeter equation, an alternative method to time-dependent density functional theory for the calculation of absorption spectra \[11\].

Despite its success over the past two and a half decades, the use of the **GW** approximation to study materials and molecules still faces several numerical challenges. One of the difficulties in computing quasiparticle energies is the evaluation of the dielectric matrix (\(\epsilon\)) used to describe the electronic polarization and screening of a system subjected to an external electromagnetic perturbation. Several approximations have been developed to reduce the computational workload required to evaluate \(\epsilon\), including the use of plasmon-pole models to approximate the frequency dependence of \(\epsilon\), and the use of modest plane-wave cutoffs to represent the dielectric matrix with a plane-wave basis set \[12\]. Furthermore, the direct evaluation of both the Green’s function (\(G\)) and the dielectric matrix entering the expression of the screened Coulomb interaction (\(W\)) requires summations over an infinite number of unoccupied electronic states. In practice, such summations are truncated at a finite number of unoccupied states, and the convergence of the computed quasiparticle energies as a function of this number needs to be carefully checked for each specific system \[16\] \[17\] \[18\] \[19\].

In this chapter we present a technique for the evaluation of quasiparticle energies aimed at improving both the computational efficiency and the control of numerical errors of existing methodologies. Our approach does not require the calculation of unoccupied electronic states, nor the direct diagonalization of large dielectric matrices, and it avoids
the use of plasmon pole models. Most importantly, its numerical accuracy is controlled by a single parameter, i.e. the number of eigenvalues and eigenvectors used in the spectral decomposition of the static dielectric matrix. In the last few years, several other techniques have appeared in the literature, which overcome or alleviate the problem of summing over large numbers of unoccupied states [20, 21, 22, 18].

In particular we discuss in detail the accuracy and efficiency of the approach. We compare results for ionization potentials, electron affinities and band structures with those of existing \(GW\) calculations, and we address the convergence of quasiparticle energies with respect to the number of unoccupied states, as well as the use of plasmon-pole models for the frequency dependence of the dielectric matrix. We provide well-converged numerical values for excitation energies of molecules and semiconducting solids, which may serve as benchmarks for other numerical techniques, and which allow one to establish the performance of many-body perturbation theory at the non self-consistent \(GW\) level, with respect to available experiments.

### 2.2 Implementations of the \(GW\) approach

Within the framework of many-body perturbation theory, quasiparticle energies, \(E_{n}^{qp}\), and wavefunctions, \(\psi_{n}^{qp}(r)\), are obtained by solving the following quasiparticle equation:

\[
[T + V_{\text{ion}}(r) + V_{H}(r)]\psi_{n}^{qp}(r) + \int dr'\Sigma(r, r'; E_{n}^{qp})\psi_{n}^{qp}(r') = E_{n}^{qp}\psi_{n}^{qp}(r),
\]

(2.2.1)

where \(T\) is the kinetic energy operator, \(V_{\text{ion}}(r)\) is the external potential of the nuclei, \(V_{H}(r)\) is the Hartree potential, and \(\Sigma\) is the non-local, energy-dependent, and non-Hermitian self-energy operator, which describes many-body electronic interactions.

In the \(GW\) approximation [3], the self-energy is expressed in terms of the interacting
one-electron Green’s function $G$ and the screened Coulomb interaction $W$:

$$
\Sigma(\mathbf{r}, \mathbf{r'}; i\omega) = \frac{1}{2\pi} \int d\omega' G(\mathbf{r}, \mathbf{r'}; i(\omega - \omega')) W(\mathbf{r}, \mathbf{r'}; i\omega'),
$$

(2.2.2)

where $W = \epsilon^{-1} \cdot v_e$, $\epsilon$ is the dielectric matrix, and $v_e$ is the bare Coulomb potential.

In most practical implementations of the $GW$ method, the one-electron Green’s function is approximated by the non-interacting one, $G_0$, evaluated using eigenvalues, $\epsilon_n$, and wavefunctions, $\psi_n$, obtained from Kohn-Sham (KS) Hamiltonians:

$$
G_0(\mathbf{r}, \mathbf{r'}, i\omega) = \sum_n \frac{\psi_n(\mathbf{r})\psi_n^*(\mathbf{r'})}{i\omega - \epsilon_n}.
$$

(2.2.3)

The screened Coulomb interaction $W_0$ is computed within the random phase approximation (RPA):

$$
W_0 = \epsilon^{-1} \cdot v_e = v_e + v_e \cdot \chi \cdot v_e,
$$

(2.2.4)

where $\epsilon^{-1}$ denotes the inverse RPA dielectric matrix, and $\chi$ is the interacting density-density response function. In the current notation $v_e \cdot \chi = \int d\mathbf{r''} v_e(\mathbf{r}, \mathbf{r''}) \chi(\mathbf{r''}, \mathbf{r'}; i\omega)$, and similarly for all other quantities. Within the RPA, $\chi$ is related to the non-interacting density-density response function, $\chi_0$, by the equation: $\chi = (1 - \chi_0 \cdot v_e)^{-1} \cdot \chi_0$, and $\chi_0$ is written in terms of KS eigenvalues and orbitals:

$$
\chi_0(\mathbf{r}, \mathbf{r'}; i\omega) = 4 \Re \sum_{cv} \frac{\psi_v^*(\mathbf{r})\psi_c(\mathbf{r})\psi_v^*(\mathbf{r'})\psi_c(\mathbf{r'})}{i\omega - (\epsilon_c - \epsilon_v)},
$$

(2.2.5)

where the subscripts $v$ and $c$ indicate valence and conduction states, respectively (or occupied and virtual states in the case of molecules). Within first-order perturbation theory, quasiparticle energies (QPEs) are obtained as corrections to the unperturbed KS eigenvalues:

$$
E_n^{qp} = \epsilon_n + \langle \psi_n | \Sigma G_0 W_0 (E_n^{qp}) | \psi_n \rangle - \langle \psi_n | V_{xc} | \psi_n \rangle,
$$

(2.2.6)
where $V_{xc}$ is the exchange-correction potential entering the chosen KS Hamiltonian.

In conventional $GW$ calculations [12], one computes the non-interacting Green’s function $G_0(r, r'; i\omega)$ and the density-density response function $\chi_0(r, r'; i\omega)$ directly from the expressions of Eq. 2.2.3 and Eq. 2.2.5, respectively. This approach thus requires a summation over both occupied and unoccupied orbitals, hereafter referred to as the sum-over-states (SOS) approach. Despite being widely used, there are serious technical difficulties that limit its applicability to systems with more than a few tens of atoms.

First, a large number of unoccupied states is usually required to converge QPEs [16,17,18,19]. Even for molecules with a few atoms, several thousands of unoccupied states might be required. Due to this slow convergence, an extrapolation scheme is often employed to obtain QPEs in the limit of infinite number of unoccupied states [19,23]. However, the final result may depend on the specific function used in the extrapolation procedure.

Second, since the inverse dielectric matrix $\epsilon^{-1}$ enters the calculation of the screened Coulomb interaction $W_0$ (Eq. 2.2.4), if one evaluate $\epsilon$ directly from the expression of $\chi_0$ in Eq. 2.2.5 then $\epsilon$ must be stored and inverted. As a result, large computational resources, in terms of both memory and CPU time, are usually required in practical applications. In many cases, the size of the dielectric matrix is truncated to make the calculation numerically affordable. Often, a cutoff energy of a few Ry is employed (much smaller than that adopted for the KS wavefunctions) when using a plane-wave basis set to represent the dielectric matrix, leading to a significant reduction of the computational resources. However, this approximation may lead to incorrect converged results of QPEs as shown in the case of ZnO [17].

Furthermore, in the conventional $GW$ approach, the frequency dependence of the dielectric matrix is often approximated by various plasmon-pole models [12,24,25,26]. This approximation not only reduces the computational workload, but also provides an analytical expression for the self-energy as a function of frequency. However, it has
been shown that results obtained with different plasmon-pole models may be significantly different [27, 14], and thus it is important to develop efficient techniques to explicitly take into account the frequency dependence of $W$. In the following, we present in detail the scheme to compute QPEs, which avoids all the difficulties mentioned above.

2.3  $GW$ approach using the spectral decomposition of the dielectric matrix

2.3.1  Iterative calculation of dielectric eigenpotentials

The concept of dielectric band structure was introduced to investigate the screening properties of solids more than two decades ago [28]. This idea is based on the eigenvalue decomposition of the dielectric matrix, computed within the traditional SOS approach. Therefore it is not surprising to see a moderate number of dielectric band structure calculations in literature, mostly for crystalline semiconductors and insulators [29, 30, 31].

The renewed interest in the calculation of RPA correlation energy in the last few years has created a demand for efficient calculations of dielectric eigenvalues. In this research direction, we and our collaborators have developed an efficient computational approach that allows for calculation of dielectric eigenvalues and eigenpotentials without computing any empty states. This is done by combining iterative diagonalization algorithms with the well-established density-functional perturbation theory technique for the calculation of charge density response to a given external perturbation [32, 33, 34].

To go into some detail of our approach, we first note that standard iterative diagonalization algorithms, such as conjugate-gradient, Davidson, or orthogonal iteration (with Ritz acceleration), do not require an explicit representation of the matrix to be diagonalized; instead only the result of the action of the matrix on a generic set of trial vectors
is required. In the linear regime, the action of the RPA dielectric matrix $\epsilon_{RPA}$ on a trial potential $\Delta V$ can be written as:

$$\epsilon_{RPA}\Delta V = (1 - v_c \cdot \chi_0)\Delta V, \quad (2.3.1)$$

and therefore, the practical problem of computing the action of $\epsilon_{RPA}$ on a trial potential $\Delta V$ is basically equivalent to the problem of applying $\chi_0$ on $\Delta V$. By definition the product of $\chi_0$ and $\Delta V$ gives the charge density response $\Delta n$ of the system to the application of the trial potential $\Delta V$, that in this context has to be intended as an internal screened potential. The charge density response is obtained within the first-order perturbation theory:

$$\Delta n(r) = 4\, \text{Re}\sum_v \psi_v^*(r) \Delta \psi_v(r), \quad (2.3.2)$$

where $\Delta \psi_v(r)$ is the first-order variation of KS orbital $\psi_v(r)$. To avoid the computation of empty states in the calculation of the charge density response, we employ the DFPT technique to determine $\Delta \psi_v(r)$ from the solution of a linear equation [35]:

$$[\hat{H}_0 + \alpha \hat{P}_v - (\varepsilon_v + i\omega)]|\Delta \psi_v\rangle = -(1 - \hat{P}_v)\Delta V|\psi_v\rangle, \quad (2.3.3)$$

where $\hat{H}_0$ is the unperturbed KS Hamiltonian and $\hat{P}_v = \sum_v |\psi_v\rangle \langle \psi_v|$ is the projector onto the occupied (valence) manifold. The value of the positive constant $\alpha$ is chosen to be larger than the valence bandwidth so that the linear equation is not singular when $i\omega \to 0$. Details of the solution of Eq. (2.3.3) in plane-wave pseudopotential approach for extended systems are discussed thoroughly in Ref. [35]. Since the full dielectric matrix is non-Hermitian, for practical purposes it is useful to define the symmetric form $\tilde{\epsilon}_{RPA} = v_c^{-\frac{1}{2}} \epsilon_{RPA} v_c^{\frac{1}{2}}$. This form can be diagonalized by standard iterative algorithms for Hermitian problems and, if necessary, the final non-Hermitian form can be obtained by a simple
2.3.2 The self-energy operator

The self-energy in Eq. (2.2.2) can be written as a sum of an exchange ($\Sigma_x$) and a correlation ($\Sigma_c$) term, where $\Sigma_x = G_0 v_c$ and $\Sigma_c = G_0 (v_c \cdot \chi \cdot v_c)$. The integral on $\omega$ defining $\Sigma_x$ leads to the well-known expression of the Hartree-Fock exchange energy and can be evaluated with the techniques of Refs. [33, 36]. In the following we focus on the calculation of the correlation term of the self-energy, $\Sigma_c$.

We suppress the subscript RPA for convenience and we consider the dielectric matrix in the Hermitian form: $\tilde{\epsilon} = v_c^{-1/2} \cdot \epsilon \cdot v_c^{1/2} = 1 - v_c^{1/2} \cdot \chi_0 \cdot v_c^{1/2} \equiv 1 - \chi_0$. Analogously, the inverse of $\tilde{\epsilon}$ is given by $\tilde{\epsilon}^{-1} = v_c^{-1/2} \cdot \epsilon^{-1} \cdot v_c^{1/2} = 1 + v_c^{1/2} \cdot \chi \cdot v_c^{1/2} \equiv 1 + \chi$, where $\chi$ and $\chi_0$ are related by the equation:

$$\chi = (1 - \chi_0)^{-1} \cdot \chi_0. \quad (2.3.4)$$

Using the definition of $\chi$ the correlation part of the self-energy is written as:

$$\Sigma_c = G_0 (v_c^{1/2} \cdot \chi \cdot v_c^{1/2}). \quad (2.3.5)$$

Following Refs. [37, 34, 32], we use a spectral decomposition to represent the inverse of the Hermitian dielectric matrix and $\chi$:

$$\tilde{\epsilon}^{-1}(r, r') - 1 \equiv \chi(r, r') = \sum_i^{N_{eig}} (\lambda_i^{-1} - 1) \Phi_i^*(r) \Phi_i(r'), \quad (2.3.6)$$

where $\lambda_i$ and $\Phi_i(r)$ denote eigenvalues and eigenpotentials of $\tilde{\epsilon}$, respectively. It has been shown that dielectric eigenvalue spectra of non-metallic solids, nanostructures, and molecular systems exhibit a rapid decay toward one [37, 34, 32, 28, 29, 30]. One therefore expects a relatively small number of eigenvalues $N_{eig}$ to be necessary to numerically con-
verge the summation of Eq. (2.3.6). In principle, the eigenvalue decomposition of \( \chi \) can be computed for each value of the imaginary frequency \( i\omega \). However, it is computationally more convenient to expand \( \chi \) in terms of the eigenvectors of the static \( \chi(r, r'; i\omega = 0) \):

\[
\chi(r, r'; i\omega) = \sum_{i,j=1}^{N_{eig}} \bar{c}_{ij}(i\omega) \Phi_i^*(r) \Phi_j(r'),
\]

(2.3.7)

where \( \bar{c}_{ij} \) are expansion coefficients. In this representation \( \chi(i\omega \neq 0) \) is not diagonal but the number \( N_{eig} \) (Eq. 2.3.7) necessary in practical calculations is small and, correspondingly, the size of the matrix of the coefficients \( \bar{c}_{ij} \) can be easily managed.

The explicit calculation of the coefficients \( \bar{c}_{ij} \) is carried out starting from the analogous definition of \( \bar{c}_{ij}^0(i\omega) = \int \Phi_i^*(r) \chi_0(r, r'; i\omega) \Phi_j(r') d\mathbf{r} d\mathbf{r}' \), corresponding to the expansion coefficients of \( \chi_0 \):

\[
\bar{c}_{ij}^0(i\omega) = 2 \sum_v \left\{ \langle \psi_v (v_{c}^{\frac{1}{2}} \Phi_i) | \hat{P}_c (\hat{H}_0 - \varepsilon_v + i\omega)^{-1} \hat{P}_c | \psi_v (v_{c}^{\frac{1}{2}} \Phi_j) \rangle + \text{c.c.} \right\},
\]

(2.3.8)

here \( \hat{P}_c = 1 - \hat{P}_v \) is the projection operator on the unoccupied (conduction) electronic state manifold. Once \( \bar{c}_{ij}^0 \) and thus the matrix \( \chi_0 \) are computed, the matrix \( \chi \) is obtained from Eq. (2.3.4) by simple inversion. As already mentioned, the dimension of these matrices is given by \( N_{eig} \) and it is thus much smaller than that of the dielectric matrix expanded in plane-waves.

By inserting the expansion of \( \chi \) (Eq. 2.3.7) and the non-interacting density functional theory Green’s function (Eq. 2.2.3) into the definition of the correlation part of self-energy (Eq. 2.3.5) one gets:

\[
\langle \psi_n | \Sigma_c (i\omega) | \psi_n \rangle = \frac{1}{2\pi} \sum_{i,j=1}^{N_{eig}} d\omega' \bar{c}_{ij}(i\omega') \langle \psi_n (v_{c}^{\frac{1}{2}} \Phi_i) | (\hat{H}_0 - i(\omega - \omega'))^{-1} | \psi_n (v_{c}^{\frac{1}{2}} \Phi_j) \rangle,
\]

(2.3.9)
where $|\psi_n(v_c^{1/2}\Phi_j)\rangle$ is a vector whose coordinate representation is $\langle r|\psi_n(v_c^{1/2}\Phi_j)\rangle = \psi_n(r) \int dr' v_c^{1/2}(r, r')\Phi_j(r')$, and $\hat{H}_0$ is the unperturbed KS Hamiltonian. The computation of the matrix elements of the inverse, shifted Hamiltonian entering Eq. (2.3.9) and Eq. (2.3.8) may be carried out by using the Lanczos algorithm described in the next section.

### 2.3.3 Lanczos algorithm

As shown in Eq. 2.3.8 and Eq. 2.3.9, the evaluation of $GW$ quasi-particle corrections require the evaluation of several diagonal and off-diagonal elements of the resolvent of the Hamiltonian $\hat{H}_0$ for imaginary frequencies $i\omega$. The general mathematical problem that needs to be solved can be written as:

$$g(i\omega) = \langle u|(H - i\omega)^{-1}|v\rangle, \quad (2.3.10)$$

where $H$ is a generic Hermitian operator and $u$ and $v$ are generic vectors. The calculation of $g(i\omega)$ can be obtained by using standard iterative techniques to solve Hermitian linear systems (e.g. the conjugate gradient algorithm) [38]. In this case the linear systems $(H - i\omega)|z\rangle = |v\rangle$ is solved and $g(i\omega)$ is computed as $\langle u|z\rangle$. The disadvantage of this approach is that a different linear system has to be solved for each different value of $i\omega$.

The Lanczos algorithm is known to be an efficient method to compute the resolvent of Hermitian operators by performing a single iterative recursion independent of $\omega$ [39].

The standard Lanczos algorithm is limited to the case $u = v$, however for the purpose of this work it is necessary to compute also the off-diagonal elements of $g(i\omega)$. For this task we use the Lanczos algorithm proposed in Ref. [40] and applied for the first time to $GW$ calculations in Ref. [20]. This algorithm generates iteratively a series of vectors.
\{q_1, q_2, \ldots,\} by using the following procedure [38]:

\begin{align*}
q_0 &= 0 \\
q_1 &= v/\sqrt{\langle v|v \rangle} \\
\beta_{n+1}|q_{n+1}\rangle &= \mathcal{H}|q_n\rangle - \alpha_n|q_n\rangle - \beta_n|q_{n-1}\rangle, \\
\end{align*}

(2.3.11)

where \( \beta_{n+1} \) is determined in order to impose the normalisation condition \( \langle q_{n+1}|q_{n+1}\rangle = 1 \) and \( \alpha_n = \langle q_n|\mathcal{H}|q_n\rangle \). In the orthonormal basis set of the vectors \{q_1, q_2, \ldots\} the matrix \( \mathcal{H} \) has tridiagonal form:

\[
T^j = \begin{pmatrix}
\alpha_1 & \beta_2 & 0 & \cdots & 0 \\
\beta_2 & \alpha_2 & \beta_3 & 0 & \vdots \\
0 & \beta_3 & \alpha_3 & \cdots & 0 \\
\vdots & 0 & \cdots & \cdots & \beta_j \\
0 & \cdots & 0 & \beta_j & \alpha_j
\end{pmatrix},
\]

(2.3.12)

where \( \alpha \) and \( \beta \) are the coefficients of the Lanczos recursion Eq. 2.3.11 and \( j \) is the maximum number of iterations performed. Analogously to Ref. [40] the value of \( g(\omega) \) can be approximated as:

\[
g(i\omega) \approx \langle \zeta^j | (T^j - i\omega)^{-1} | e_1^j \rangle,
\]

(2.3.13)

where \( \zeta^j \) is a \( j \)-dimensional vector defined as \( \langle u|q_1\rangle, \langle u|q_2\rangle, \ldots, \langle u|q_j\rangle \) and \( e_1^j \) is the \( j \)-dimensional unit vector \( (1, 0, \ldots, 0) \). As we will discuss later the dimension \( j \) (number of Lanczos iterations) of the matrix \( T^j \) necessary to obtain an accurate approximation of \( g(i\omega) \) is much smaller than the dimension of the full matrix \( \mathcal{H} \).

There are two important advantages in using Eq. 2.3.13. First, the matrix \( T^j \) and the corresponding Lanczos iterative recursion do not depend on \( i\omega \). Once \( T^j \) is generated, the value of \( g(i\omega) \) can be computed for many values of \( i\omega \) by simple linear algebra operations.
in a small $j$-dimensional space (Eq. 2.3.13). Second, the Lanczos recursion (Eq. 2.3.11) depends only on the right vector $|v\rangle$ and different $\zeta^j$ vectors can be generated “on the fly” during the Lanczos chain in order to compute matrix elements of $g(i\omega)$ for different left vectors $\langle u|$. This feature is particularly convenient to evaluate Eq. 2.3.8 and Eq. 2.3.9, where the calculation of several off-diagonal elements ($u \neq v$) is required.

### 2.3.4 Computational cost

We now turn to a discussion of the efficiency of our approach in comparison with that of the SOS. We denote by $N_v$ and $N_c$ the valence and conduction bands, and by $N_{pw\psi}$ and $N_{pw\chi_0}$ the number of planewaves used to represent wave functions and the response function $\chi_0$, as well as the dielectric matrix, respectively. It has been shown that [32, 34, 33] the computational effort for constructing dielectric matrix with $N_{eig}$ eigenpotentials scales as $N_{eig} \times N_{pw\psi} \times N_v^2$. In addition, the generation of Lanczos recursion scales as $N_{eig} \times N_{pw\psi} \times N_v^2 \times N_{Lanczos}$ with $N_{Lanczos}$ is the number of Lanczos iteration performed. Therefore the total workload of our approach scales as $N_{eig} \times N_{pw\psi} \times N_v^2 \times N_{Lanczos}$.

This scaling represents a substantial improvement over the scaling of conventional approaches, $N_{pw\chi_0}^2 \times N_v \times N_c$. In particular, $N_{pw\psi}$ is typically smaller than $N_{pw\chi_0}$ by an order of magnitude since $N_{pw\chi_0}$ relates to density responses and perturbing potentials whose kinetic-energy cutoff is four times larger than the one needed for wavefunctions in the case of norm conserving pseudopotentials and even more than that in the case of ultrasoft pseudopotentials. Furthermore, the number of occupied states $N_v$ for a given system is typically much smaller than the number of empty states $N_c$ required to converge summations in the dielectric matrix and Green’s function while the number of Lanczos iteration needed to converge calculations is unlikely to exceed 100. Finally, as we show later, the number of eigenpotentials $N_{eig}$ that needs to be computed is expected to be
three order of magnitude smaller than the size of the response function $N_{pw\chi_0}$. The favorable scaling of our approach over the SOS allows us to compute QPEs of systems with hundreds of valence electrons.

2.4 Benchmark for the benzene molecule

In this section, we illustrate our scheme by considering the benzene molecule, which has been widely investigated using the $GW$ approximation [20, 41, 42, 18]. When using the conventional $GW$ approach, calculations of ionization potential and electron affinity of this system are known to be challenging due to the slow convergence of QPEs as functions of empty electronic states.

2.4.1 Convergence properties

We demonstrate the convergence properties of our scheme by considering the convergence of the correlation self-energy ($\Sigma_c$) as a function of: i) the number of eigenpotentials ($N_{eig}$) included in the decomposition of the dielectric matrix; ii) the number of Lanczos iteration ($N_{Lanczos}$) in calculations of matrix elements of Greens function and $\chi_0(r, r'; i\omega)$; iii) the size of the supercell used to simulate the benzene molecule.

Our calculations were performed using the LDA exchange-correlation functional, with norm-conserving pseudopotentials taken from the QUANTUM ESPRESSO distribution, and a PW basis set with a kinetic energy cutoff of 40 Ry to represent wavefunctions. We use a cubic cell with periodic boundary conditions to simulate the benzene molecule, and for the calculations of the self-energy, a cutoff for the Coulomb potential suggested in Ref. [43] was employed to avoid spurious periodic image interactions. Fig. 2.4.1b and Fig. 2.4.1c show the real and imaginary part of the correlation self-energy ($\Sigma_c$) of the HOMO level as functions of imaginary frequency, computed for different sizes of the
Figure 2.4.1: Imaginary (Im) and Real (Re) part of the correlation self-energy ($\Sigma_c$) computed for the HOMO level of the benzene molecule as a function of imaginary frequency $i\omega$: a) for different number of eigenpotentials ($N_{eig}$) in the definition of the dielectric matrix [see Eq. 2.3.6]; b) for different number of Lanczos iteration in calculations of matrix elements of Greens function and $\chi_0(\mathbf{r}, \mathbf{r}'; i\omega)$; and c) for different unit-cell lengths ($L$).
simulation cell and for different number of the Lanczos iteration (we use a frequency grid with 1000 points and maximum frequency of 40 Ry). It is seen that the correlation self-energy shows a fast convergence as a function of \(L\) and \(N_{\text{Lanczos}}\), with both \(\text{Re}(\Sigma_c)\) and \(\text{Im}(\Sigma_c)\) are well converged for \(L = 25\) a.u. length and \(N_{\text{Lanczos}} = 25\). These parameters were then employed in all calculations presented below for benzene molecule. We note the convergence of the correlation self-energy with respect to \(L\) and \(N_{\text{Lanczos}}\) can be easily checked using a relatively small number of eigenvalues and eigenvectors in the spectral decomposition of the DM, \(N_{\text{eig}}\). Once the values of \(L\) and \(N_{\text{Lanczos}}\) were choosen, the accuracy of QPEs is controlled by a single parameter: \(N_{\text{eig}}\), as discussed below.

Fig. 2.4.1a shows the convergence of the real and imaginary part of the correlation self-energy computed for the HOMO level as functions of \(N_{\text{eig}}\). It is seen that both \(\text{Re}(\Sigma_c)\) and \(\text{Im}(\Sigma_c)\) are well converged for \(N_{\text{eig}} = 300\). We note that using a kinetic energy cutoff of 40 Ry for wavefunctions and \(L = 25\) a.u., the number of basis function is \(\sim 5.3 \times 10^5\) if it were represented using a plane-wave basis set, more than three order of magnitude larger than \(N_{\text{eig}}\) and leads to a dielectric matrix of a size at least six order of magnitude larger. Once the correlation self-energy in imaginary frequencies is obtained, its values at real frequencies are computed by the analytic continuation technique with a two-pole formula [44] (the accuracy of the analytic continuation technique will be discussed later) and QPEs are obtained by solving Eq. 2.2.6. In Fig. 2.4.2 we present the convergence of vertical ionization potentials (VIPS) of \(\text{C}_6\text{H}_6\) as a function of \(N_{\text{eig}}\); our computed values are already well converged (within 0.05 eV) for \(N_{\text{eig}} = 300\). The value of the first VIP, 9.23 eV, is in excellent agreement with experiment [45] (9.3 eV) and results in the literature [20, 42], but slightly higher than the one recently reported in Ref. [18] (9.05 eV). The vertical electron affinity (VEA) exhibits a convergence behavior similar to the VIP, and we obtain a value of -0.81 eV, in fair agreement with experiment [46] (-1.12 eV). A fast convergence with respect to \(N_{\text{eig}}\) is also observed for all VIPS and the largest error
Figure 2.4.2: Differences between the calculated vertical ionization potentials (VIPs) of benzene and experimental results as functions of the number of eigenpotentials $N_{eig}$ included in the definition of the dielectric matrix [see Eq. 2.3.6]: circle, $N_{eig} = 100$; square, $N_{eig} = 200$; diamond, $N_{eig} = 300$; triangle up, $N_{eig} = 400$; and triangle left, $N_{eig} = 500$.

of the computed VIPs is found to be less than 4% compared to experiment [45].

Our computed quasiparticle gap (10.03 eV) is slightly smaller than those reported by Tiago et al. [42] (10.29 eV), Neaton et al. [41] (10.51 eV), and Samsonidze et al. [18] (10.56 eV). We note that in Ref. [42] vertex corrections were included in the calculation, which is beyond the scope of this work. A plasmon pole model and a relatively small kinetic energy cutoff to represent the dielectric matrix (6.0 Ry) were used in Ref. [18] and Ref. [41]. As pointed out in Ref. [27], the use of a plasmon pole model and a small kinetic energy cutoff to represent the dielectric matrix might introduce substantial errors in the quasiparticle gap and might be the sources of the discrepancies with the results presented here. Finally, we discuss the favorable scaling of our scheme over the traditional SOS approach. As pointed out above, the scaling of the approach presented here is $N_{eig} \times N_{pw\psi} \times N_v^2 \times N_{Lanczos}$ while it is $N_{pw\chi_0}^2 \times N_v \times N_c$ for the traditional SOS approach. For a $G_0W_0$ calculation for benzene molecule using a cubic supercell of 25 a.u. length and a kinetic energy cutoff of 40 Ry for the wavefunction, the numbers of planewave used to represent the wavefunction and the non-interacting density-density response function are $N_{pw\psi} \approx 6.6 \times 10^4$ and $N_{pw\chi_0} \approx 5.3 \times 10^5$, respectively. Furthermore,
it has been shown that the number of empty states needed to converge the QPEs of benzene molecule of the order of $N_v \sim 2.6 \times 10^3$ in the traditional SOS approach \[18\]. Taking $N_v = 15$ for benzene molecule and $N_{\text{eig}} = 300$, $N_{\text{Lanczos}} = 25$ to converge QPEs in our calculation, we estimate the computational cost of our approach is about four order of magnitude smaller than that of the conventional SOS approach. This clearly highlight the advantage of our scheme over the conventional SOS appproach.

2.4.2 Basis functions

An important step in our calculations is to construct basis functions $\{\Phi_i(r)\}$ to represent the inverse of the Hermitian dielectric matrix (see Eq. 2.3.6). As in principle, different choices of basis function can be employed, one might expect it is the linear space spanned by the basis functions that is important, not the detail of each basis function. The accuracy of each basis function $\{\Phi_i(r)\}$ in our calculations is controlled by the convergence threshold in the iterative procedure. The iterative procedure is considered to be converged when the error in eigenvalues $\lambda_i$ in two successive iterations is less than this convergence threshold. Fig. 2.4.3 shows the correlation self-energy of the HOMO level of benzene molecule, computed using basis sets $\{\Phi_i(r)\}$ constructed with different convergence threshold. It is seen that there is no significant different in the computed correlation self-energy when the threshold increases from $10^{-6}$ to $10^{-1}$. In addition, as given in Table. 2.1, the computed values of VIP and VEA show a variation of only 0.02 eV when the threshold increases from $10^{-6}$ to $10^{-1}$. These results indicate that the linear spaces spanned by the sets of eigenpotentials computed with different convergence threshold are very similar, if not the same.

This observation shows a significant advantage of our approach. One may save considerably on CPU time by using the eigenpotentials obtained with looser convergence parameters without loosing the accuracy of the calculated QPEs. For example, calcula-
Figure 2.4.3: Imaginary (Im) and Real (Re) part of the correlation self-energy ($\Sigma_c$) for the HOMO level of the benzene molecule, computed for different threshold used in the iterative diagonalization procedure.

Table 2.1: First vertical ionization potential (VIP) and electron affinity (VEA) (eV) of the benzene molecule computed for different convergence threshold in the iterative procedure.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>$10^{-6}$</th>
<th>$10^{-3}$</th>
<th>$10^{-2}$</th>
<th>$10^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIP</td>
<td>9.22</td>
<td>9.22</td>
<td>9.21</td>
<td>9.20</td>
</tr>
<tr>
<td>VEA</td>
<td>-0.81</td>
<td>-0.81</td>
<td>-0.81</td>
<td>-0.82</td>
</tr>
</tbody>
</table>
tion of 400 eigenpotentials that yields a well-converged VIPs of benzene molecule took about 1.6 h using 32 AMD Opteron processors (2.3 GHz).

2.4.3 Analytic continuation

In this section we demonstrate in detail the analytic continuation technique. As discussed above, after the correlation self-energy at the imaginary frequencies is converged, its values at real frequencies were computed by analytic continuation using a multipole model function:

\[ f(z) = a_0 + \sum_{i}^{N_{pole}} \frac{a_i}{z - b_i}, \]  

(2.4.1)

where \( a_i \) and \( b_i \) are complex parameters that are determined during the fit along the imaginary axis. It is therefore important to understand the error contributed by the fitting procedure.

Fig. [2.4.4 shows the values of the first VIP and VEA of the benzene molecule computed for different number of pole in the multipole model function. It is seen that the the absolute error introduced in the fitting procedure from the analytic continuation is within 0.1 eV. We stress that the error introduced from the analytic continuation procedure does not affect the way that the convergence of QPEs are controlled. The quantity that needs to be converged is the correlation self-energy in the imaginary frequencies, which can be easily checked for convergence before the analytic continuation procedure is applied. And even when the correlation self-energy is fully converged at the imaginary frequencies, the uncertainty of the computed values of QPEs introduced by the analytic continuation technique is within 0.1 eV. In all calculations below, a two pole formula is employed in the analytic continuation.
2.5 Comparison with other \(GW\) implementations

2.5.1 Comparison with plane-wave basis set implementations

In order to illustrate the importance of converging the number of unoccupied states in \(GW\) calculations, in this section we compare QPEs obtained with the current method to those using the conventional plane-wave based SOS approach. Two systems were selected, the benzene diamine-C\(_6\)H\(_8\)N\(_2\) (BDA) molecule and C\(_{60}\), for which SOS’s results of the IP and EA have been reported in the literature [18, 19].

Benzene diamine molecule

The conventional \(G_0W_0\) approach that requires sums over unoccupied states was employed in Ref. [19] to investigate the BDA molecule. In order to directly compare with this work, we adopted the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [7] with a plane-wave cutoff of 60 Ry, and periodic boundary conditions with a cell of 30 a.u. The equilibrium geometry of the gas-phase BDA was determined using DFT with the PBE functional. We used \(N_{eig} = 300\), which yields values of QPEs converged within 0.02 eV.

Table 2.2 summarizes the IP and EA for the gas phase BDA, computed at different
Table 2.2: Ionization potential (IP) and electron affinity (EA) (eV) of the benzene diamine (BDA) molecule, as obtained from Kohn-Sham eigenvalues (PBE-eig), and from GW calculations at different levels of theory. $G_0W_1$ corresponds to calculations where both $G$ and $W$ are updated using the QPEs from the previous cycle, while only $W$ is updated in the $G_0W^1$ calculation. The number of unoccupied states ($N_c$) included in conventional GW calculations is also given.

<table>
<thead>
<tr>
<th>No. of unocc. orb</th>
<th>IP</th>
<th>EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [19]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE-eig</td>
<td>···</td>
<td>4.22</td>
</tr>
<tr>
<td>$G_0W_0$</td>
<td>$N_c=1024$</td>
<td>5.89</td>
</tr>
<tr>
<td>$G_0W_1$</td>
<td>$N_c \rightarrow \infty$</td>
<td>6.64</td>
</tr>
<tr>
<td>$G_1W_1$</td>
<td>$N_c \rightarrow \infty$</td>
<td>6.85</td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE-eig</td>
<td>···</td>
<td>4.21</td>
</tr>
<tr>
<td>$G_0W_0$</td>
<td>···</td>
<td>6.88</td>
</tr>
<tr>
<td>Expt. [47]</td>
<td></td>
<td>7.34</td>
</tr>
</tbody>
</table>

Consistent with previous work [19], the IP computed at the DFT/PBE level of theory (PBE-eig) underestimates the experimental value by 3.12 eV. Our $G_0W_0$ calculations significantly improve the IP value, with the error relative to experiment reduced to 0.46 eV.

The slow convergence of QPEs of the BDA molecule with respect to the number of unoccupied states has been discussed in Ref. [19]. In particular, at the $G_0W_0$ level of theory, when 1024 unoccupied states are included, the computed IP shows a deviation as large as 0.75 eV compared with the $N_c \rightarrow \infty$ extrapolated value. Extrapolating the calculated values of IP to infinite $N_c$ reduces the error with respect to experiment from 1.45 eV to 0.7 eV, and depending on whether $G$ or $W$ is updated using the QPEs from the previous cycle, this error may be further reduced to 0.5 eV.

At the $G_0W_0$ level of theory, our result for the IP is higher and closer to experiment than the extrapolated value reported in Ref. [19]. The discrepancy may be attributed to
Table 2.3: Ionization potential (IP) and electron affinity (EA) (eV) for buckminsterfullerene (C\textsubscript{60}) as obtained from Kohn-Sham eigenvalues (PBE-eig), and from G\textsubscript{0}W\textsubscript{0} calculations. The number of unoccupied states (\(N_c\)) included in conventional G\textsubscript{0}W\textsubscript{0} calculations is also given. SAPO stands for simple approximate physical orbitals \[18\].

<table>
<thead>
<tr>
<th></th>
<th>No. of unocc. orb</th>
<th>IP</th>
<th>EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [18]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE-eig</td>
<td>\cdot \cdot \cdot</td>
<td>5.84</td>
<td>4.19</td>
</tr>
<tr>
<td>(G_0W_0) (N_c=5370)</td>
<td></td>
<td>6.76</td>
<td>2.19</td>
</tr>
<tr>
<td>(G_0W_0) 27387 SAPOs</td>
<td></td>
<td>7.21</td>
<td>2.62</td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE-eig</td>
<td>\cdot \cdot \cdot</td>
<td>5.81</td>
<td>4.13</td>
</tr>
<tr>
<td>(G_0W_0)</td>
<td>\cdot \cdot \cdot</td>
<td>7.31</td>
<td>2.74</td>
</tr>
<tr>
<td>Expt. [47]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>\cdot \cdot \cdot</td>
<td>7.64</td>
<td>2.69</td>
</tr>
</tbody>
</table>

the use of a relatively small cutoff for the dielectric matrix (6.0 Ry), as well as the use of a plasmon-pole model \[19\]. Additional errors may stem from the choice of the analytical form of the function used to extrapolate the value of IP to infinite \(N_c\). Similar to the IP, our \(G_0W_0\) result for EA is higher than the extrapolated value reported in Ref. \[19\]; unfortunately no experimental value for EA of the BDA molecule is available.

**Buckminsterfullerene C\textsubscript{60}**

For buckminsterfullerene C\textsubscript{60}, we employed the PBE exchange-correlation functional with a plane-wave cutoff of 40 Ry, and periodic boundary conditions with a cell of 40 a.u.. Our computed values of IP and EA at the DFT/PBE level of theory are in excellent agreement with previous studies \[18\] (see Table 2.3). QPEs of C\textsubscript{60} were calculated using \(N_{eig} = 700\), that yields converged values of IP and EA within 0.03 eV.

Calculations of QPEs of C\textsubscript{60} using the conventional G\textsubscript{0}W\textsubscript{0} approach showed a slow convergence with respect to the number of unoccupied states \[18\]. In particular, using 5370 unoccupied states, the values of the IP and EA are strongly underestimated compared to experiment, with errors of 0.88 eV and 0.51 eV, respectively. In contrast, with
the current approach that avoids the direct evaluation of unoccupied states, we found values of 7.31 eV and 2.74 eV for the IP and EA, respectively, in good agreement with experiment (within 0.30 eV).

The authors of Ref. [18] also addressed the problem of the computational cost associated with the construction of unoccupied states in $G_0W_0$ calculations, and proposed to replace the DFT unoccupied states with simple approximate physical orbitals (SAPOs) that are computationally cheaper to generate. As shown in Table 2.3, our results for EA and IP are in good agreement with those reported in Ref. [18] when a large number of SAPOs (27387) is included in $G_0W_0$ calculations. We note that the approach of Ref. [18] still requires to carry out explicit sums over SAPOs, and the use of a plasmon-pole model together with a relatively small energy cutoff (6.0 Ry) to represent the dielectric matrix.

### 2.5.2 Comparison with localized basis set implementations

Recently QPEs of several molecules of interest for photovoltaic applications were investigated within the $GW$ approximation [48]. These calculations were based on the conventional implementation of the $GW$ method with a localized basis-set and a direct sum over unoccupied states. In order to further validate our scheme, and to compare our results with those obtained with localized basis-sets, we computed QPEs for anthracene ($C_{14}H_{10}$), tetracene ($C_{18}H_{12}$), pentacene ($C_{22}H_{14}$), $C_{60}$ and phthalocyanine-$C_{32}H_{18}N_8$ ($H_2Pc$) molecules, whose values were reported in Ref. [48].

Similar to Ref. [48], our calculations were performed with the local density approximation (LDA) for the exchange-correlation functional. A kinetic energy cutoff of 40 Ry for wavefunctions was employed for all systems, except for the $H_2Pc$ molecule where we used 70 Ry due to the presence of the nitrogen atom. The size of the supercell was chosen in such a way that the distance between periodic images was at least 10 Å. The QPEs of $C_{60}$, whose number of valence electrons is the largest in this set of molecule, were
computed using $N_{\text{eig}}=700$, similar to the calculations with the PBE functional (Table III). The number of dielectric eigenvectors needed to converge QPEs of other molecules was also carefully checked, e.g., using $N_{\text{eig}}=600$ yields values of the IP and EA converged within 0.05 eV for the case of H$_2$Pc.

Table 2.4: Ionization potentials (IP), electron affinities (EA), and quasiparticle gaps (eV) for a set of molecules (see text) as obtained from Kohn-Sham eigenvalues (LDA-eig), and from LDA based $G_0W_0$ calculations.

<table>
<thead>
<tr>
<th></th>
<th>LDA-eig</th>
<th></th>
<th>G$_0$W$_0$</th>
<th></th>
<th>Expt. [47]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Present</td>
<td>Ref. [48]</td>
<td>Present</td>
<td>Ref. [48]</td>
<td></td>
</tr>
<tr>
<td>C$<em>{14}$H$</em>{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>5.18</td>
<td>5.47</td>
<td>7.25</td>
<td>6.89</td>
<td>7.40</td>
</tr>
<tr>
<td>EA</td>
<td>2.81</td>
<td>3.22</td>
<td>1.05</td>
<td>0.74</td>
<td>0.50</td>
</tr>
<tr>
<td>Gap</td>
<td>2.37</td>
<td>2.25</td>
<td>6.20</td>
<td>6.15</td>
<td>6.90</td>
</tr>
<tr>
<td>C$<em>{18}$H$</em>{12}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>4.85</td>
<td>5.15</td>
<td>7.04</td>
<td>6.37</td>
<td>6.97</td>
</tr>
<tr>
<td>EA</td>
<td>3.19</td>
<td>3.58</td>
<td>1.41</td>
<td>1.34</td>
<td>1.07</td>
</tr>
<tr>
<td>Gap</td>
<td>1.66</td>
<td>1.57</td>
<td>5.63</td>
<td>5.03</td>
<td>5.90</td>
</tr>
<tr>
<td>C$<em>{22}$H$</em>{14}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>4.63</td>
<td>4.94</td>
<td>6.30</td>
<td>5.98</td>
<td>6.60</td>
</tr>
<tr>
<td>EA</td>
<td>3.47</td>
<td>3.84</td>
<td>1.96</td>
<td>1.77</td>
<td>1.40</td>
</tr>
<tr>
<td>Gap</td>
<td>1.16</td>
<td>1.10</td>
<td>4.34</td>
<td>4.21</td>
<td>5.20</td>
</tr>
<tr>
<td>C$_{60}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>6.03</td>
<td>6.37</td>
<td>7.45</td>
<td>7.28</td>
<td>7.64</td>
</tr>
<tr>
<td>EA</td>
<td>4.35</td>
<td>4.79</td>
<td>3.05</td>
<td>2.88</td>
<td>2.69</td>
</tr>
<tr>
<td>Gap</td>
<td>1.68</td>
<td>1.58</td>
<td>4.40</td>
<td>4.40</td>
<td>4.95</td>
</tr>
<tr>
<td>H$_2$Pc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>5.21</td>
<td>5.56</td>
<td>6.11</td>
<td>6.08</td>
<td>6.40</td>
</tr>
<tr>
<td>EA</td>
<td>3.76</td>
<td>4.14</td>
<td>2.35</td>
<td>2.41</td>
<td>2.41</td>
</tr>
<tr>
<td>Gap</td>
<td>1.45</td>
<td>1.42</td>
<td>3.76</td>
<td>3.67</td>
<td>3.67</td>
</tr>
</tbody>
</table>

The computed values of the IP, EA and quasiparticle gap obtained at different levels of theory are summarized in Table. 2.4. The IPs computed within the DFT/LDA (LDA-eig) significantly underestimate experimental values. In contrast, for molecules whose experimental EAs are available, we found that DFT-LDA overestimates experiments by $\sim 2.0$ eV. Calculations at the $G_0W_0$ level of theory show a significant improvement,
bringing the errors of IP and EA to average values of 0.20 and 0.45 eV, respectively, in satisfactory agreement with experiments.

As seen in Table 2.4, our $G_0W_0$ results for IP and EA are overall larger than those obtained with localized basis-set, leading to better (worse) agreement of IP (EA) with experiment than those reported in Ref. [48]. Quasiparticle gaps for this set of molecule, turned out to be in excellent agreement with the results of Ref. [48], yielding an average error of 0.60 eV compared to experiment.

Direct comparison with the $G_0W_0$ results reported in Ref. [48] is not straightforward, due to several technical differences. As shown in Table 2.4, there are already significant differences in the results of ground state calculations using localized basis sets and plane-waves. For all molecules studied here, we found that absolute values of LDA eigenvalues obtained with plane-waves are systematically smaller than those reported with a localized basis set by 0.30-0.40 eV. Such large differences cannot be attributed to the sole change in the relaxed geometries of the molecules. More importantly, these discrepancies are not negligible when compared, for example, to the quasiparticle corrections of 0.90 eV (this work) and 0.52 eV (Ref. [48]) for IPs of H$_2$Pc, respectively. We note that the ground state calculations of Ref. [48] were performed starting from a double-ζ+polarization (DZP) basis; then the numerical radial part was fitted by up to five contracted Gaussians in order to exploit the computational efficiency of Gaussian basis sets to facilitate $GW$ calculations.

### 2.6 Ionization potentials of the test set G2/97

In order to provide highly converged ionization potentials that can be used as a benchmark for future calculations, we considered a subset of 80 molecules from the G2/97 test set [49]. The open-shell molecules belonging to the G2/97 test set were not considered in this work. To minimize possible effects of molecular geometry on $G_0W_0$ calculations, we
employed the relaxed geometries at the MP2 level of theory with the 6-31G(d) basis set as published in Ref. [49], without any further structural relaxation. In addition, we used PBE Troullier-Martins norm-conserving pseudopotentials taken from the Abinit distribution [50]. Therefore our results are straightforward to reproduce.

Together with the $G_0W_0$ method, we considered other approaches to evaluate the IP. First, IPs were obtained from the KS energies corresponding to the highest occupied molecular orbital in DFT calculations. We considered not only the PBE approximation to the exchange-correlation potential but also fully nonlocal approximations, including Hartree-Fock (HF) and hybrid functionals. We choose two popular hybrid functionals, i.e., the PBE0 [51, 52] and the HSE06 [53] ones, both of which contain 25% Fock exchange. All $G_0W_0$ calculations were performed using ground state PBE eigenvalues and orbitals.

We further evaluated IPs from total energy differences in a so-called delta self-consitent field ($\Delta$SCF) procedure:

$$I = E_{0}^{N-1} - E_{0}^{N}, \quad (2.6.1)$$

where $E_{0}^{N}$ is the total energy of the $N$ electron system, that can be computed, e.g., with the PBE or hybrid exchange-correlation functionals.

The mean error (ME) and mean absolute error (MAE) of the computed IPs with respect to experimental data of 80 molecules are summarized in Fig. 2.6.1. We also report ME and MAE for three specific classes of molecules of the test set, specifically non-hydrogen systems, hydrocarbons, and substituted hydrocarbons. As well known, IPs obtained from the PBE-HOMO energies suffer from the self-interaction error [54], and they thus strongly underestimate experiments (negative ME) with a MAE as large as 4.16 eV. Part of this self-interaction error is removed using the PBE0 and HSE06 functionals due to the inclusion of 25% Fock exchange. However the IPs obtained from the HSE06 and PBE0 eigenvalues are still far from experiment with MAEs of 3.13 eV and 2.73 eV, respectively.
Figure 2.6.1: Deviation of computed ionization potentials, obtained within different approaches (see text), with respect to experimental data. The upper panel shows the mean error (ME), and the lower panel the mean absolute error (MAE) for a 80 molecule set (see text). The grey rectangle corresponds to the MAE and ME computed for all the molecules of the set. The red, blue and green rectangles correspond to the results computed for non-hydrogen systems, hydrocarbons, and substituted hydrocarbons only, respectively.

Since screening is weak in small molecules and HF is self-interaction free, HF results are much closer to experiment, with a MAE of 0.79 eV. In general, IPs computed within HF overestimate experimental values (positive ME). The $G_0W_0$ approximation based on ground state PBE eigenvalues and orbitals performs better than HF, yielding a MAE of 0.40 eV with respect to experiments. This value is in agreement with those reported in Refs. [55, 56]. Therefore it appears that irrespective of the implementation, IPs obtained at the $G_0W_0$ level of theory, with PBE ground state eigenvalues and orbitals, show a MAE in the range of 0.4-0.5 eV, with respect to experiment. Not surprisingly, the $\Delta$SCF procedure provides good quality IPs. We find that $\Delta$SCF results with the PBE0 and HSE06 hybrid functionals perform equally well, with a MAE of 0.27 eV. They are superior to those based on the semilocal PBE exchange-correlation functional, with a MAE of 0.47 eV. We note that for some molecules, the $\Delta$SCF procedure based on the PBE functional severely underestimates experiment, e.g., the deviation is as large as 1.58 eV for the BF$_3$
molecule. In such cases, the $G_0 W_0$ approximation shows significant improvement over the PBE based $\Delta$SCF, leading to very good agreement with the hybrid functionals based $\Delta$SCF calculations.

For all approaches presented here, the hybrid functionals based $\Delta$SCF performs the best for IPs when compared to experimental results. However, unlike the $G_0 W_0$ approach, it does not allow one to access the full energy spectrum of the system and its generalization to extended systems is not straightforward, although approximate forms of $\Delta$SCF for solids have been recently proposed in the literature [57].

## 2.7 Band gaps of semiconductors

In this section, we turn to extended systems and we consider different semiconductors whose QPEs have been reported in literature. In addition we present a study of the band gap of a disordered system represented by a 56 atoms supercell (256 valence electrons). Note that for the purpose of treating systems with large supercells, in the present work we sample the Brillouin zone using the $\Gamma$ point only.

In extended systems, an accurate sampling of the Brillouin zone is necessary to compute the long-wavelength component of the dielectric matrix [58]. In the present work, the “head” of the dielectric matrix ($G = G' = 0$) at frequency $i\omega$ is computed separately using the Lanczos chain algorithm with dense $k$-point meshes. Note that when sampling the Brillouin zone with the $\Gamma$ point only, the “wings” of the dielectric matrix ($G = 0, G' = 0$) vanish [59].

### 2.7.1 Quasiparticle energies of Si, AlAs and SiC

We considered Si first, which has been extensively studied by the electronic structure community, and for which several $GW$ results are available. In addition, we present
results for AlAs, a medium-gap semiconductor, and for SiC, a wide-gap semiconductor. We used a kinetic energy cutoff of 25 Ry for Si; 40 Ry for AlAs and SiC. Experimental lattice constants of 10.26 a.u. for Si; and 10.67 a.u. and 8.24 a.u. for AlAs and SiC were used, respectively. For all systems we employed a 64-atom cubic supercell and we sampled the corresponding Brillouin zone using the Γ point. The “head” of the dielectric matrix at the frequency $\omega$ was computed with a $4 \times 4 \times 4$ k-point grid. In order to compare to available GW calculations, we used the LDA exchange-correlation functional. Similar to calculations for molecules, we find that QPEs are converged with a relatively small number of Lanczos iterations ($\sim$20-25). For all systems considered here, the QPEs were converged within 0.05 eV when using 600 dielectric eigenpotentials.

Table 2.5 presents the calculated QPEs at points of high-symmetry for Si, together with available theoretical and experimental results. For all energy bands, our results are in excellent agreement with those of other calculations using pseudopotentials, and plane-wave basis set, and full frequency integration (no plasmon-pole models) [16, 60, 61]. In the vicinity of the valence band maximum (VBM) our results are also consistent with those obtained with plasmon-pole models [62, 63]. However, as one moves away from the VBM, significant differences are found, e.g., our computed valence-band width is 11.64 eV, while it is 11.90-11.95 eV when using plasmon-pole models. These large deviations are not surprising, in fact, for Si the same behavior was observed with conventional GW approaches, when comparing QPEs obtained with plasmon-pole models and those with the contour deformation method that takes into account the full frequency dependence of the screened Coulomb interaction [64]. Our computed value of the valence-band width is in excellent agreement with that reported in Ref. [64] using the contour deformation method (11.7 eV).

Except for the energy band $X_{1c}$, our results are also in good agreement with those using the all-electron full-potential projector augmented wave method (PAW) [65]. In
addition, the consistency between our results and all other pseudopotential based calculations indicates that the large deviation ($\sim 0.35$ eV for $X_{1c}$) from Ref. [65] may stem from the contribution of core-electrons that are explicitly taken into account in PAW calculations [65].

Computed QPEs for AlAs and SiC are shown in Table 2.6 and 2.7, respectively. For AlAs our results are in good agreement with those using pseudopotentials with a plasmon-pole model, indicating that at least for AlAs, plasmon-pole models are a good approximation for the frequency dependence of the dielectric matrix. In contrast, for SiC, when comparing to results obtained with plasmon-pole models, we find small deviations in the vicinity of the VBM, but large variations away from the VBM. Similar to the case of Si, when compared to all-electron PAW approach, large variations ($\sim 0.5$ eV) are observed for the energy band $X_{1c}$ of both AlAs and SiC.

Based on our observations, we conclude that using plasmon-pole models may be a good approximation only for energy levels close to the band gap. For all systems considered here, the convergence of QPEs with respect to the number of unoccupied states, as well as to the cutoff of the dielectric matrix does not appear to be as severe as, e.g. in the case of ZnO [17].

2.7.2 Band gaps of amorphous Si$_3$N$_4$

As a final example, we present calculations of the quasiparticle band gap of amorphous Si$_3$N$_4$. We considered a model containing 56 atoms (256 valence electrons), taken from Ref. [66], whose structural and dielectric properties are in good agreement with experiments [67, 66]. For $G_0W_0$ calculations, we used the PBE exchange-correlation functional with a kinetic energy cutoff of 60 Ry. The Brillouin zone was sampled with the $\Gamma$ point only. We used 600 dielectric eigenpotentials to compute the quasiparticle band gap.

The band gap of amorphous Si$_3$N$_4$ measured in experiment is sensitive to the prepa-
Table 2.5: Calculated quasiparticle energies at points of high-symmetry for Si (in eV), together with available theoretical and experimental results (as quoted in Ref. \[60\]). Unless noted otherwise in the “Comment” row, all calculations use pseudopotentials, plane-waves, and no plasmon-pole models (PPM). GO stands for Gaussian orbitals and PAW for all electron full-potential projector augmented wave. Energies are measured relative to the valence band maximum.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_{1v})</td>
<td>-11.64</td>
<td>-11.49</td>
<td>-11.57</td>
<td>-11.90</td>
<td>-11.95</td>
<td>-11.85</td>
<td>-12.5±0.6</td>
<td></td>
</tr>
<tr>
<td>(\Gamma'_{25c})</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(\Gamma_{15c})</td>
<td>3.25</td>
<td>3.24</td>
<td>3.24</td>
<td>3.23</td>
<td>3.25</td>
<td>3.36</td>
<td>3.09</td>
<td>3.40, 3.05</td>
</tr>
<tr>
<td>(\Gamma'_{2c})</td>
<td>3.92</td>
<td>3.89</td>
<td>3.94</td>
<td>3.96</td>
<td>3.86</td>
<td>3.89</td>
<td>4.05</td>
<td>4.23, 4.1</td>
</tr>
<tr>
<td>(X_{1v})</td>
<td>-7.75</td>
<td>-7.58</td>
<td>-7.67</td>
<td>-7.57</td>
<td>-7.90</td>
<td>-7.95</td>
<td>-7.74</td>
<td></td>
</tr>
<tr>
<td>(X_{4v})</td>
<td>-2.88</td>
<td>-2.80</td>
<td>-2.80</td>
<td>-2.83</td>
<td>-2.96</td>
<td>-2.93</td>
<td>-2.90</td>
<td>-2.90, -3.3±0.2</td>
</tr>
<tr>
<td>(X_{1c})</td>
<td>1.36</td>
<td>1.41</td>
<td>1.34</td>
<td>1.35</td>
<td>1.31</td>
<td>1.43</td>
<td>1.01</td>
<td>1.25</td>
</tr>
<tr>
<td>(L_{1v})</td>
<td>-6.93</td>
<td>-6.86</td>
<td>-6.78</td>
<td>-7.13</td>
<td>-7.14</td>
<td>-6.97</td>
<td>-6.7±0.2</td>
<td></td>
</tr>
<tr>
<td>(L'_{3v})</td>
<td>-1.23</td>
<td>-1.17</td>
<td>-1.20</td>
<td>-1.25</td>
<td>-1.25</td>
<td>-1.16</td>
<td>-1.2±0.2</td>
<td></td>
</tr>
<tr>
<td>(L_{1c})</td>
<td>2.21</td>
<td>2.14</td>
<td>2.18</td>
<td>2.13</td>
<td>2.19</td>
<td>2.05</td>
<td>2.1, 2.4±0.1</td>
<td></td>
</tr>
<tr>
<td>(L_{3c})</td>
<td>4.00</td>
<td>4.05</td>
<td>4.06</td>
<td>4.13</td>
<td>4.08</td>
<td>3.83</td>
<td>4.15±0.1</td>
<td></td>
</tr>
</tbody>
</table>

Comment: PPM, GO/PPM, PAW
Table 2.6: Calculated quasiparticle energies at points of high-symmetry for AlAs (in eV), together with available theoretical and experimental results (as quoted in Ref. [62]). Energies are measured relative to the valence band maximum. Notations are the same as in Table 2.5.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1$</td>
<td>-11.66</td>
<td>-11.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{15}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{1c}$</td>
<td>2.96</td>
<td>2.74</td>
<td>2.72</td>
<td>3.13</td>
</tr>
<tr>
<td>$\Gamma_{15c}$</td>
<td>5.07</td>
<td>5.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{1v}$</td>
<td>-9.77</td>
<td>-9.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{2v}$</td>
<td>-5.37</td>
<td>-5.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{5v}$</td>
<td>-2.20</td>
<td>-2.27</td>
<td>-2.41</td>
<td></td>
</tr>
<tr>
<td>$X_{1c}$</td>
<td>2.13</td>
<td>2.16</td>
<td>1.57</td>
<td>2.23</td>
</tr>
<tr>
<td>$X_{3c}$</td>
<td>3.08</td>
<td>3.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{1v}$</td>
<td>-10.27</td>
<td>-10.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{1v}$</td>
<td>-5.82</td>
<td>-5.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{3v}$</td>
<td>-0.90</td>
<td>-0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{1c}$</td>
<td>3.02</td>
<td>2.84</td>
<td>2.99</td>
<td>2.36</td>
</tr>
<tr>
<td>$L_{1c}$</td>
<td>5.63</td>
<td>5.52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comment: PPM PAW
Table 2.7: Calculated quasiparticle energies at points of high-symmetry for SiC (in eV), together with available theoretical and experimental results (as quoted in Ref. [62]). Energies are measured relative to the valence band maximum. Notations are the same as in Table 2.5.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{1v}$</td>
<td>-15.54</td>
<td>-16.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma'_{15v}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{1c}$</td>
<td>7.26</td>
<td>7.19</td>
<td>7.23</td>
<td>7.4</td>
</tr>
<tr>
<td>$\Gamma_{15c}$</td>
<td>8.10</td>
<td>8.18</td>
<td>7.75</td>
<td></td>
</tr>
<tr>
<td>$X_{1v}$</td>
<td>-10.46</td>
<td>-10.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{3v}$</td>
<td>-8.17</td>
<td>-8.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{5v}$</td>
<td>-3.47</td>
<td>-3.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{1c}$</td>
<td>2.31</td>
<td>2.19</td>
<td>1.80</td>
<td>2.39, 2.42</td>
</tr>
<tr>
<td>$X_{3c}$</td>
<td>5.41</td>
<td>5.23</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>$L_{1v}$</td>
<td>-12.06</td>
<td>-12.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{1v}$</td>
<td>-8.92</td>
<td>-9.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{3v}$</td>
<td>-1.10</td>
<td>-1.21</td>
<td>-1.15</td>
<td></td>
</tr>
<tr>
<td>$L_{1c}$</td>
<td>6.43</td>
<td>6.30</td>
<td>6.45</td>
<td>6.35</td>
</tr>
<tr>
<td>$L_{3c}$</td>
<td>8.32</td>
<td>8.25</td>
<td>8.55</td>
<td></td>
</tr>
</tbody>
</table>

Comment: PPM PAW

quantities such as band offsets or band alignments.

### 2.8 Quasiparticle energies of diamondoids

In order to demonstrate the ability to apply our scheme to investigate large systems, in this section we present calculations of QPEs of relatively large diamond clusters that contain up to 424 valence electrons.

We studied electronic properties of small diamondoids constructed from adamantane cages $C_{4n+6}H_{4n+12}$ (n = 1, 4) for which both experimental and quantum Monte Carlo (QMC) results are available. Furthermore, to demonstrate the efficiency of our method, we computed QPEs of three H-terminated, spherical diamond clusters, $C_{29}H_{36}$, $C_{66}H_{64}$,
and C_{87}H_{76} that has 424 valence electrons. Calculations were performed with the LDA exchange-correlation functional, the parameters used in QPEs calculations were the same as those of the benzene molecule except that a larger cell of 40 a.u. length was used. For the largest system, i.e., the spherical diamond cluster C_{87}H_{76}, we have used up to 1000 eigenpotentials in the calculations of QPEs. We note that the size of the dielectric matrix would be at least four order of magnitude larger if it were represented by a planewave basis set.

In Fig. 2.8.1, our calculated values of VIP of diamondoids and the diamond cluster are compared to the experimental adiabatic IP \[69\] and vertical IP \[47\], and to the previous theoretical study using QMC \[70\]. We found that the calculated VIPs at the G_0W_0 level are consistent with experiments, being systematically larger than the measured adiabatic IPs (0.34−0.66 eV), and decreasing as a function of the cluster size.

In Table 2.8 we present detailed results for the two diamond clusters, C_{10}H_{16} and C_{29}H_{32}, for which the QMC results are available. For the smallest diamondoid, i.e., C_{10}H_{16} whose the measured vertical IP is available, our G_0W_0 result based on LDA eigenvalues and wavefunctions is in a very good agreement with experiment with an error less than
Table 2.8: Vertical ionization energies (VIP), electron affinities (VEA) for diamond cluster C₁₀H₁₆, C₂₉H₃₆ obtained from different level of theory: DFT and G₀W₀ with both the LDA and PBE functional, and from Quantum Monte Carlo (QMC).

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PBE</th>
<th>G₀W₀-LDA</th>
<th>G₀W₀-PBE</th>
<th>QMC-PBE</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁₀H₁₆</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>6.58</td>
<td>6.42</td>
<td>9.86</td>
<td>9.67</td>
<td>10.15</td>
<td>9.75</td>
</tr>
<tr>
<td>EA</td>
<td>0.86</td>
<td>0.83</td>
<td>-0.55</td>
<td>-0.54</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>C₂₉H₃₆</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>5.81</td>
<td>5.60</td>
<td>8.37</td>
<td>8.19</td>
<td>7.63</td>
<td></td>
</tr>
<tr>
<td>EA</td>
<td>0.86</td>
<td>0.81</td>
<td>-0.54</td>
<td>-0.47</td>
<td>-0.29</td>
<td></td>
</tr>
</tbody>
</table>

0.1 eV. When compared to QMC calculations, we find differences of 0.3 eV and 0.7 eV for C₁₀H₁₆ and C₂₉H₃₆ using LDA-based G₀W₀, respectively.

Since the PBE exchange-correlation functional was employed in QMC calculations, we also computed the QPEs of C₁₀H₁₆ and C₂₉H₃₆ using this density functional. When PBE wavefunctions and eigenvalues are used, we obtain VIPs which are smaller by 0.16 and 0.2 eV than that obtained at the LDA level for C₁₀H₁₆ and C₂₉H₃₆, respectively, and our computed VIPs are in fair agreement with QMC calculations, with differences of 0.46-0.50 eV, as shown in Table. 2.8.

Irrespective of the functional used for ground-state calculations, we find that the computed VEA within the G₀W₀ approximation is almost constant as a function of the cluster size (-0.55 eV with the use of the LDA functional). Our observation is in agreement with x-ray absorption experiment [71] where the LUMO energy of diamondoids show no quantum confinement effect. The origin of the anomalous size dependence of the LUMO energy has been explained due to the localization of LUMO states of diamond clusters on the surface as the size of the clusters increases [70]. In addition, our computed values of the VEA are negative, consistent with QMC results, and the G₀W₀ results for VEAs of C₁₀H₁₆ and C₂₉H₃₆ obtained with LDA wavefunctions and eigenvalues are 0.42 and 0.26 eV smaller than those obtained in QMC calculations, respectively. We note that
in the absence of quasiparticle corrections to LDA eigenvalues, the VEA is very weakly
dependent on cluster size but it is positive (0.86 eV). Using the PBE density functional
for ground-state calculations does not change significantly the values of VEA, as shown
in Table. 2.8.

2.9 Summary

In summary, we have presented an approach to perform $G_0W_0$ quasiparticle energy cal-
culations using the spectral decomposition of the static dielectric matrix and we have
systematically investigated its performance for a series of molecules and extended sys-
tems. The approach presented here offers several advantages: i) it does not require
explicit summations over unoccupied states; ii) the dielectric matrix is represented by a
small number of dielectric eigenvectors, and the storage and inversion of large dielectric
matrices are avoided; iii) the use of plasmon-pole models is not necessary; iv) numerical
accuracy is controlled by a single parameter, i.e., the number of dielectric eigenvalues
and eigenvectors in the spectral decomposition of the dielectric matrix. These advantages
allowed us to carry out $GW$ calculations for systems with several hundreds of valence
electrons, and to converge quasiparticle energies in a systematic way.

For all molecules and semiconductors (amorphous and crystalline) considered in this
work, the computed quasiparticle energies show good agreement with experiments. We
note that although all results presented here are for systems with less than 300 valence
electrons, applications of our $G_0W_0$ approach to large systems with several hundred atoms
and thousand of valence electrons are straightforward [72].
Chapter 3

Structural and dynamical properties of oxides surfaces and interfaces

3.1 Ice Ih (0001) surface

3.1.1 Introduction

Ice Ih is the most common crystalline form of ice on Earth and the surfaces of ice Ih crystals play a fundamental role in a variety of chemical and physical processes. For example, chemical reactions on the surfaces of ice particles in the polar stratosphere are an important factor in the seasonal depletion of the ozone layer [73].

Bulk ice Ih crystals are built from a regular hexagonal arrangement of oxygen atoms with disordered protons arranged within the constraints of the Pauling ice rules [74]. At the ideal (0001) basal surface of ice Ih, the water molecules in the interior side of the outermost ice bilayer retain four hydrogen bonds while each molecule in the outer side of the surface bilayer lacks a hydrogen bond and is thus three-fold coordinated. Each of these three-fold coordinated molecules contribute to the surface of ice either a hydrogen atom with a dangling bond (d-H) or an oxygen atom (d-O) with a dangling lone
pair. Contrary to the case of bulk ice Ih, whose structure has been widely studied, the microscopic structure of the ice Ih basal surface is not as well understood, in particular the preferred arrangements of d-H and, to a lesser extent, d-O atoms are yet unclear.

Several experimental studies have addressed the question of the arrangement of d-O atoms. Low energy electron diffraction experiment [75, 76] reveals that oxygen atoms form an ordered-hexagonal (0001) ice bilayer without reconstruction at 90 K. In addition, He scattering studies [77, 78, 79, 80] show that at temperatures of tens of Kelvin, the diffraction patterns of the ice basal surface match those of bulk ice, which indicates an oxygen-ordered bilayer is formed. At higher temperatures the loss of oxygen atom order is observed, with the order-disorder transition at 180 K as seen in He scattering experiments [81], and at 200 K using sum frequency generation (SFG) experiment [82].

While an ordered pattern of oxygen atoms at temperatures below 200 K is widely confirmed by experiments, the understanding of the arrangement of protons at the basal ice surface as a function of temperature is in its infancy. Proton disorder was first studied theoretically by Fletcher [83], who suggested that at low temperatures the basal surface of ice is proton ordered and becomes disordered at 30 K. According to Ref. [83], alternating rows of dangling OH bonds (those with so-called d-H atom) is the most stable surface structure (the Fletcher phase) at temperatures below 30 K. This idea was later supported by Ref. [84], in which total energy calculations using empirical potentials were carried out for surfaces with different proton arrangements. DFT calculations [85, 86, 87] also found a stable proton ordered basal ice surface. However, by considering an order parameter based on the number of dangling OH bonds on the surface, the authors concluded that the Fletcher phase is only one of the lowest energy geometries of the ice surface [85, 86, 87]. Therefore the geometrical arrangement of protons at the basal ice surface remains an open question.

In order to provide a better understanding of the d-H patterns of ice surfaces and to
identify the possible signatures of the Fletcher phase and of proton disordered phases, we computed IR spectra of several ordered and disordered models of the (0001) surface of ice, and we investigated the sensitivity of these spectra to the microscopic details of the surface structure. In particular we discuss possible signatures of disorder in the computed spectra, together with a comparison with available experiments.

### 3.1.2 Methods

Bulk ice Ih was modeled by a periodically repeated orthorhombic cell with 96 D$_2$O molecules taken from previous *ab-initio* calculations [88]. Starting from the model of bulk ice Ih, we generated different structures for the basal surface. Following Ref. [85] we define the order parameter:

\[
C_{OD} = \frac{1}{N_{OD}} \sum_{i=1}^{N_{OD}} c_i,
\]

where $N_{OD}$ is the number of dangling OD bonds at the surfaces and $c_i$ is the number of nearest neighbor dangling OD bonds around the $i$th dangling OD bond. Fully proton disordered surfaces yield $C_{OD} = 3.0$ while $C_{OD} = 2.0$ for the proton ordered Fletcher phase; this is the smallest possible value of the order parameter for a nonpolar surface.

Our surface structures were simulated by 96 D$_2$O-molecule supercells arranged in four bilayers. A vacuum region of $\sim 10 \text{ Å}$ was introduced into the supercells to reduce spurious interaction between images. We considered two slab models: (i) a proton ordered surface slab with the Fletcher configuration on both sides, i.e., $C_{OD} = 2.0$ (model A in Fig. 3.1.1); (ii) a proton disordered surface slab with proton disordered on both sides (model B and C in Fig. 3.1.1), yielding the same value for the order parameter, i.e., $C_{OD} = 3.0$. The two interior ice bilayers were kept in the same geometry in the slab models i) and ii).

To compute the IR spectra, we carried out *ab-initio* molecular dynamics simulation (AIMD) using the Qbox code [89]. The interatomic forces were computed by solving the electronic structure within DFT using the generalized gradient approximation by Perdew,
Figure 3.1.1: Models of the ice surface: (A) the top and the bottom surfaces of the proton ordered surface slab (see text), where the Fletcher phase, i.e., $C_{OD} = 2.0$ is employed; (B) and (C) the top and the bottom surfaces of the proton disordered surface slab (see text) with $C_{OD} = 3.0$ for both cases, but with different OD arrangements. White and red spheres are deuterium and oxygen atoms, respectively. Blue line indicates the boundary of the unit cell in the surface plane.
Burke and Ernzerhof (PBE) \cite{7}. We adopted norm-conserving pseudo-potentials \cite{90}, and a plane-wave basis set with a kinetic energy cutoff of 85 Ry. At each ionic step the electronic ground state was obtained by solving self-consistently the Kohn-Sham (KS) equation within a Born-Oppenheimer molecular dynamics (BOMD) scheme. We used a time step of 10 a.u. to integrate the ionic equation of motion. Simulations were carried out in the NVE ensemble and trajectories to compute IR spectra were collected over 12 ps, a simulation time similar to that used for bulk ice calculations \cite{91}. We have compared results obtained from averaging over 6.5 and 12 ps trajectories and found no noticeable differences. To avoid surface melting of ice, which appears to set in around 200 K \cite{82}, our production runs were performed after equilibrating the systems at 100 K (with a weakly coupled Berendsen thermostat) for 5 ps. We also carried out some runs at 150 K. We found that the hydrogen-bond topology does not change during the equilibrium and production runs.

Within linear response theory, the IR absorption coefficient per unit length is given by the power spectrum of the time-correlation function of the dipole operator. We approximated the quantum time-correlation function with the classical one \cite{92,91}, and we employed the harmonic approximation to obtain the quantum correction factor \cite{93}. Within these approximations, the IR absorption coefficient per unit path length of a sample of volume $V$ is given by:

$$\alpha(\omega)n(\omega) = \frac{2\pi\omega^2\beta}{3cV} \int dt e^{-i\omega t} \langle \sum_{ij} \vec{\mu}_i(0)\vec{\mu}_j(t) \rangle,$$

(3.1.2)

here $n(\omega)$ is the refractive index, and $\beta = 1/k_BT$ is the inverse temperature. In our simulations, the dipole moment of a water molecule $\vec{\mu}_i$ is defined as $\vec{\mu}_i = e(6\vec{r}_O+\vec{r}_{D_1}+\vec{r}_{D_2}-2\sum_{l=1,4} \vec{r}_{W_l})$, where $\vec{r}_{D_1}$, $\vec{r}_{D_2}$, and $\vec{r}_O$ are the coordinates of the deuterium and oxygen atoms, respectively, and $\vec{r}_{W_l}$ are the centers of the four maximally localized Wannier
functions (MLWC) associated with each molecule [92, 94], which are evaluated at each MD step with the algorithm proposed in Ref. [95].

In order to identify the role of surface water molecules on the computed IR spectra, we define the top and the bottom ice bilayers of the slabs as surface regions while the two interior ice bilayers are considered as the bulk ice region. Since the volumes of surface and bulk regions are not well defined, instead of computing $\alpha(\omega)n(\omega)$ as in Eq. 3.1.2, we computed the quantity $\alpha(\omega)n(\omega) \times \frac{3\pi}{2\pi^3}$. This choice is not expected to change the relative size and width of the peaks and their locations in the IR spectra.

### 3.1.3 Results and Discussion

In this section we present the IR spectra of the bulk and surface regions of our slab models, and we identify the types of water molecules associated with specific features of the computed IR spectra.

**IR spectra of bulk ice regions**

We first analyze the IR spectra of the two interior ice bilayers, i.e., the bulk region, obtained by considering all D$_2$O molecules of the two interior ice bilayers. In Fig. 3.1.2 we show the IR spectra calculated for the bulk regions of our two slab models. Since these regions are identical in both cases, the computed IR spectra of the two models exhibit the same line shape, relative intensity and positions of the band maxima. In addition, our results overall reproduce the main features of the bulk D$_2$O ice spectrum that was reported in Ref. [91] and obtained using the PBE functional and Car-Parrinello molecular dynamics. The positions of the band maxima corresponding to hindered translations, librations, bending, and oxygen-deuterium (OD) stretching modes are 210 (222), 715 (640), 1190 (1210), and 2190 (2425) cm$^{-1}$, respectively, where wavenumbers in parentheses are the corresponding experimental values [96].
Figure 3.1.2: Calculated IR spectra of bulk regions of the two slab models with proton disordered surfaces (upper panel) and with proton ordered surfaces (lower panel). The sum in the dipole-dipole correlation function is restricted to the D$_2$O molecules from the two interior ice bilayers. The positions of the band maxima corresponding to hindered translations, librations, bending, and OD stretching modes are 210, 715, 1190, and 2190 cm$^{-1}$, respectively.

In agreement with Ref. [97], we found that the use of BO-AIMD yields a stretching band maximum (2190 cm$^{-1}$) in slightly better agreement with experiments than Car-Parrinello approaches (2120 cm$^{-1}$) [91]. Nevertheless the computed spectrum is still red shifted by $\sim 230$ cm$^{-1}$ with respect to the experimental value. This discrepancy is mainly due to the use of the approximate PBE functional. In particular, based on calculations carried out for the water monomer, the PBE error on stretching frequencies was estimated to be of the order of $\sim 150$ cm$^{-1}$ [91, 98]. The system size considered in our calculations is another source of error; it was shown in Ref. [99] that the spread of dipoles is around 0.2 Debye in the crystal interior for a 4-bilayer slab model, an order of magnitude larger than the value of 0.03 Debye obtained in the bulk simulation. This value is reduced to 0.1 Debye when using a 6-bilayer slab model. This overestimate of the variation of the dipole in bulk ice is likely to contribute to the red shift of our computed IR spectra with respect to experiment. The error originated from the use of small thickness slabs was estimated by computing vibrational frequencies of 4-bilayer and 6-bilayer slab models based on density
functional perturbation theory (DFPT). We found that in the OD stretching region, all vibrational frequencies computed using a 4-bilayer slab model are systematically red shifted by $\sim 20 \text{ cm}^{-1}$ compared to those obtained with a 6-bilayer slab. Therefore we conclude that the error due to the use of a 4-bilayer slab model is of the order of 20 cm$^{-1}$. Additional inaccuracies in the calculated spectra come from the use of a finite basis set and of pseudopotentials, as discussed in the study of D$_2$O liquid water [98, 100]. Such inaccuracies are estimated to be of the order of 50 cm$^{-1}$ [98, 100]. Finally we note that the use of hybrid functionals, i.e., the PBE0 functional [100] or van der Waals density functionals [101] greatly reduces the error in the computed OD stretching band. However for reasons of computational efficiency, these functional were not considered in the present study, whose main goal is to compare the spectra of different surface structures and to focus on trends in IR spectra, and not on absolute values of peak positions.

**IR spectra of the ice surface and subsurface regions**

In this section we discuss the computed IR spectra of our ice surface models. We first analyze the spectra of a proton disordered surface, i.e., model B with an order parameter $C_{OD} = 3.0$ (see Fig. 3.1.1). In this model (see Fig. 3.1.3), the outer side of the surface ice bilayer consists of three-fold coordinated water molecules; each of these molecules has either a dangling deuterium atom (d-D molecule) that contributes a dangling OD bond to the surface, or a dangling oxygen atom (d-O molecule). At the interior side of the surface ice bilayer there are four-fold coordinated water molecules, that form hydrogen bonds to either the four-fold coordinated water molecules from the subsurface ice bilayer or three-fold coordinated water molecules.

To distinguish the role of surface and bulk water molecules on the computed spectra, we separated the contributions to the surface spectra in two parts, by restricting the sum in the dipole-dipole correlation function (Eq. 3.1.2) to: (i) D$_2$O molecules from the surface
Figure 3.1.3: Surface ice bilayer of ice Ih: oxygen atoms belonging to the three-fold coordinated molecules in the outermost surface layer are represented in white; oxygen atoms belonging to the four-fold coordinated molecules in the interior of the ice bilayer are represented in red; dangling deuterium atoms are represented as blue spheres. Hydrogen bond configurations of the surface ice bilayer: (i) dangling OD or dangling-OD bond of a d-D water molecule; (ii) OD companion to the dangling OD of a d-D water molecule; (iii) OD oscillators of a d-O water molecule; (iv) OD of a water molecule hydrogen bonded to a d-D water molecule, and (v) OD of a water molecule hydrogen bonded to a d-O water molecule.

region, i.e., the surface ice bilayer; and (ii) D₂O molecules from the surface region and the first ice bilayer below the surface region (subsurface ice bilayer).

In Fig. 3.1.4 we show the spectra (black line) of the region contributed by the D₂O molecules from the surface ice bilayer. While the position of the band maximum corresponding to the bending mode (1190 cm⁻¹) is identical to that of the bulk region, variations up to 60 and 95 wavenumbers are observed for the hindered translations (270 cm⁻¹ compared to 210 cm⁻¹) and librations (620 cm⁻¹ compared to 715 cm⁻¹) modes, respectively. The most significant features of the IR spectra of the surface are observed in the high frequency region, which is characterized by the presence of three peaks: an intense one at ∼ 2330 cm⁻¹, a broad peak around ∼ 2000 cm⁻¹ and a peak at 2666 cm⁻¹.
Figure 3.1.4: Calculated IR spectra (black line) of the surface region in a proton disordered model, model B (see Fig. 3.1.1). The sum in the dipole-dipole correlation function is restricted to D$_2$O molecules from the surface ice bilayer. Blue and red lines represent the inter- and intramolecular contribution to the IR spectra. The peak at 2666 cm$^{-1}$ is associated with the dangling OD group. The donors OD to d-D water molecules and OD oscillators of d-O molecules give rise to the peak at 2330 cm$^{-1}$. A band around 2000 cm$^{-1}$ is associated with the donors OD to d-O molecules and the companions to the dangling OD groups. Inset: distribution of vibrational frequencies of water molecules in the surface region obtained from density functional perturbation theory calculations (green, to the left), and the corresponding IR spectra (black, to the right).

At variance, the IR spectra of the bulk has one main peak at 2198 cm$^{-1}$, corresponding to the OD stretch.

To identify the vibrational modes associated with the band maxima of the surface spectra, we collected a snapshot along the MD trajectory and we extracted the geometry of the surface ice bilayer from this snapshot then the vibrational density of states of the chosen surface ice bilayer was computed based on DFPT. The inset of Fig. 3.1.4 shows the vibrational density of states (green line), which exhibits peaks in correspondence with those found in the IR spectrum (black line). Our analysis based on DFPT calculations showed that:

- The band at 2666 cm$^{-1}$ is associated with the dangling OD groups of water molecules with a d-D.
• The band at $\sim 2330 \text{ cm}^{-1}$ originates from OD vibrations associated with three-fold coordinated molecules with a d-O, and by the donors OD of four-fold coordinated water molecules that are hydrogen bonded to molecules with a d-D.

• The band around $2000 \text{ cm}^{-1}$ is associated with the companions to the dangling OD groups and the donors OD of fourfold-coordinate water molecules, hydrogen bonded to molecules with a d-O.

In Fig. 3.1.4 we also show the inter- (blue line) and intramolecular (red line) contribution to the IR spectra. The intramolecular contribution corresponds to retaining only the terms with $i = j$ in Eq. 3.1.2 and the remaining terms define the intermolecular contribution [91]. It is seen that the sharp peak at $2666 \text{ cm}^{-1}$ is dominated by the intramolecular component, clearly indicating that this band maximum stems from the dangling OD groups that are present only on the surface [82].

Our results on the types of water molecule associated with specific features of the computed IR spectra are in agreement with those of the vibrational analysis reported in Refs. [102, 103] where an interatomic potential model was employed. We note that a combined experimental and theoretical study of the IR spectra of water clusters [104] drew similar conclusions. Similar conclusions were reached in Refs. [105, 106] for water clusters when using interatomic potential models and in Ref. [107] using DFT calculations and the B3LYP functional.

Next we consider the role of the subsurface bilayer in the IR spectra. In Fig. 3.1.5 we show the spectrum (black line) evaluated by restricting the sum in the dipole-dipole correlation function to the $\text{D}_2\text{O}$ molecules of the surface and subsurface ice bilayers. The contribution to the IR spectrum from the subsurface bilayer is also extracted by including only $\text{D}_2\text{O}$ molecules of the subsurface bilayer (red line). When the contribution of the sub-surface bilayer are added to those of the surface layer, one observes the appearance of a peak at $2190 \text{ cm}^{-1}$ in the spectrum, characteristic of the bulk ice (see Fig. 3.1.2).
This peak originates from four-fold coordinated D$_2$O molecules.

**Effect of proton disordering on IR spectra**

We now turn to the comparison of IR spectra obtained for different structural models. We focus on the contribution of the surface bilayer for the three surface models presented in Fig. 3.1.1.

In Fig. 3.1.6 we show the computed IR spectra of these three surfaces: (i) model A, a proton ordered surface, with $C_{OD} = 2.0$; (ii) model B and model C, proton disordered surfaces, with $C_{OD} = 3.0$. The results obtained for the three surface models exhibit similar features in the whole range of frequency, with only slight differences in the positions of the band maxima. As pointed out in the previous section, each feature of the computed IR spectra is associated with a specific type of bonding configuration on the surface. The similarities of the IR spectra computed for different surface models shown in Fig. 3.1.6 are likely due to the fact that all surface models share the same types of bonding config-
Figure 3.1.6: Calculated IR spectra of the different surfaces of ice with different order parameters: model A with $C_{OD} = 2.0$, model B and model C with $C_{OD} = 3.0$ (see Fig. 3.1.1).

Our findings about the insensitivity of IR spectra to the details of the surface structure are consistent with experiments, showing very similar spectra for D$_2$O ice thin films [108, 109, 110, 111] and ice clusters [112, 113]. In addition, a sum frequency generation study[114] revealed that vibrational modes of the basal and prism ice surfaces are similar, with differences of a few wavenumbers. Given the accuracy of theory used here, it is not possible to establish how robust the small difference in the spectra of structural models A, B and C are. Therefore based on our results it is not yet possible to comment on the findings of Ref. [84] and Ref. [85] on the stability of the proton ordered surface.

We further addressed the effect of temperature on the computed IR spectra and carried out simulations at 150 K, with a protocol similar to the one used at 100 K. The proton ordered surface slab was used as input, and simulations were carried out in the NVE ensemble, and trajectories to compute IR spectra were collected over $\sim 10$ ps after equilibrating the system at 150 K for $\sim 5$ ps. As shown in Fig. 3.1.7 and Fig. 3.1.8 the computed IR spectra for these two temperatures are similar in line shape, relative inten-
Figure 3.1.7: Calculated IR spectra of the bulk region of the proton order surface slab for temperatures of 100 K (upper panel) and 150 K (lower panel).

sity, and they exhibit the same positions of band maxima. This observation indicates that the surface of ice Ih is likely to retain its crystal structure for $T$ below 150 K. Our results are in agreement with He scattering and SFG experiments where the loss of oxygen atomic order is observed at 180-200 K \[81, 82\], and with calculations that found even a higher transition temperature than experiments \[87, 115\].

Comparison to experiment

In this section we present a comparison of our computed spectra with available experiments for D$_2$O ice films \[108, 109, 110, 111\] and D$_2$O ice clusters \[112, 113\].

Ultrathin deuterium ice films on Pt(111) have been studied by Fourier transform infrared reflection absorption spectroscopy \[108, 109, 110, 111\]. The IR spectra of the crystalline deuterium ice films obtained at 150-155 K exhibits a sharp peak at 2727 cm$^{-1}$ due to surface dangling OD groups and three distinct features at 2484, 2432 and 2345 cm$^{-1}$ in the OD stretching region. Similarly, Fourier transform infrared spectroscopy experiments of large D$_2$O clusters \[112, 113\] at 100 K show prominent features at 2713, 2490, 2430, and 2330 cm$^{-1}$. 
Our computed IR spectra of surface and subsurface bilayers (black line) shown in Fig. 3.1.5 reproduce well all the features observed in the experimental IR spectra. The four prominent peaks at 2666, 2330, 2190 and at 2000 cm$^{-1}$ in computed spectra are associated with the stretching mode of the dangling OD group; the OD oscillators of d-O water molecules and the donors OD of four-fold coordinated water molecules hydrogen bonded to d-D molecules; the OD oscillators of four-fold coordinated water molecules from the subsurface ice bilayer; the companion to the dangling OD group and the donor OD of fourfold-coordinated molecules hydrogen bonded to d-O water molecules, respectively. While we qualitatively reproduce all features of measured spectra, we find that the band maxima corresponding to the computed OD stretching mode contributed by the four-fold coordinated molecules from the subsurface bilayer (2190 cm$^{-1}$) is red shifted by $\sim 240$ cm$^{-1}$ compared to experiment on ice clusters (2430 cm$^{-1}$) [112, 113] and ice thin films (2432 cm$^{-1}$) [108, 109, 110, 111]. Furthermore, all the three band maxima in the computed spectra show a systematic red shift. The red shift with respect to experimental measurements can be explained mainly as a result of the use of the approximate PBE functional, similar to what observed in bulk ice regions.
3.1.4 Summary

In summary, we have computed the IR spectra of different ice surface models using first-principles molecular dynamics simulations and semi-local gradient corrected functionals (PBE). Our results reproduce well the features obtained in experiments for ice thin films and ice clusters. We have provided a detailed interpretation of measured spectra and we have identified the types of D$_2$O molecules contributing to the various features of the measured spectrum. We found that ice surfaces with different order parameters share similar IR spectra. Although recent studies showed that the ordered ice surface is energetic favorable, it is not yet possible to conclude if the ice surface is proton-ordered from the computed IR spectra, within the accuracy of our methodology.

3.2 Al$_2$O$_3$/water interface

3.2.1 Introduction

Understanding the chemical environment at the interface between a solid oxide and liquid water is important for a broad range of applications in natural sciences and engineering [116, 117, 118]. While there is general agreement that the behavior of interfacial water differs from that of bulk water, the relationship between the oxide surface structure and reactivity, and the degree of water ordering remain open questions. Unfortunately, no experimental tools are yet available which can directly probe the microscopic structure of solid/liquid interfaces. Few techniques can access buried interfaces with sufficient surface selectivity to achieve atomic-scale resolution, although much progress has been made in recent years. [119] These techniques include synchrotron X-ray reflectivity and scattering, which have yielded valuable information on the oxide surface termination and the first layer of adsorbed water for several oxide/water interfaces [120]. However X-ray techniques are insensitive to light nuclei such as hydrogen, and thus do not provide direct
probes of hydrogen bonding in water. Interface-selective vibrational spectroscopy based on sum-frequency generation (SFG) is instead better suited to probe hydrogen bonds and it has played an important role in probing the dynamics of protons of interfacial water molecules [121], whose vibrational motion may be directly correlated with hydrogen bond strength. However, the vibrational spectra of liquid water, both in the bulk and at interfaces, are composed of multiple broad, overlapping bands, rendering their interpretation difficult.

Atomic-scale, first-principles simulations have the potential to provide a detailed picture of water ordering and hydrogen bonding at oxide/water interfaces. In such simulations, interatomic forces are usually obtained from density functional theory (DFT) within local or semilocal approximations for the exchange-correlation energy functional. While the use of hybrid functionals for electronic structure calculations of condensed phases is an area of active research, to date only few first-principles molecular dynamics (MD) simulations with hybrid functionals have been applied to aqueous systems composed of several tens of atoms [122, 123, 124]. In the case of bulk liquid water, extensive comparisons between experiments and first-principles simulations have been made, and the errors introduced by semilocal approximations within DFT, as well as that of neglecting proton quantum effects [125] are relatively well understood [126, 127].

Here we focus on the alumina ($\alpha$-Al$_2$O$_3$) (0001) surface in contact with liquid water, which we investigated using first-principles MD and the semilocal exchange-correlation energy functional of Perdew, Burke, and Ernzerhof (PBE) [128, 129]. The large supercells used here (with 1632 and 2016 electrons) prevented us from using hybrid functionals, and thus our results were interpreted taking into account the known drawbacks and errors of PBE for bulk liquid water. Experimentally, the alumina/water interface has been studied with both X-ray and SFG techniques, thus representing a suitable prototype interface for extensive comparisons between theory and experiments. Early studies employed syn-
chrotron X-ray reflectivity and scattering to probe the alumina(0001) surface in contact with water vapor \cite{130}, yielding information on the alumina(0001) surface structure and adsorbed water molecules. More recent experiments have examined a bulk-like layer of water \cite{131}. The various X-ray measurements \cite{130, 131} generally agree on the alumina(0001) surface termination and relaxation, reporting a single layer of adsorbed water molecules at a distance of about 2.3–2.5 Å above the alumina terminal oxygen layer. In contrast, similar experiments for water on the (012) and (110) surfaces of alumina found two hydration layers \cite{132, 133}, reflecting the more corrugated nature of these surfaces as compared to the (0001) surface.

Further information on interfacial water ordering and hydrogen bonding at the alumina(0001) interface was provided by SFG vibrational spectroscopy experiments \cite{134, 135, 136}. Of notable interest is the presence of two broad bands in the OH stretching region of the spectrum: i) a $\sim 3200$ cm$^{-1}$ peak which is referred to as “ice-like” due to its proximity to the OH stretching peak in bulk ice Ih, and ii) a “liquid-like” peak at $\sim 3400$ cm$^{-1}$ whose position coincides with the bulk OH stretching mode in liquid water. These features have been observed in a variety of solid/water and water/vapor interfaces; in the case of alumina/water, their relative intensities also exhibit a pH dependence \cite{137, 138}.

The (0001) surface of alumina has been the subject of extensive theoretical studies employing first-principles techniques. Most of these investigations have focused on the clean surface under ultra-high vacuum conditions, where significant relaxation of the outer surface layers is known to occur \cite{139}. The molecular mechanisms for the initial hydroxylation steps of the clean surface have also been elucidated using first-principles simulations at sub-monolayer water coverages \cite{140, 141}. In addition, alumina/water interface models with 32 water molecules representing the fully hydroxylated (0001) interface have recently been employed to study the interfacial water structure and its relation to the computed
vibrational density of states (VDOS) [132].

In this work, we investigated the ideal hydroxylated alumina(0001) surface [143] in contact with a large (96 and 144 waters) liquid water layer and we studied both structural and vibrational properties of the interface. We show that the first layer of adsorbed water molecules is at a distance of about 2.5 Å above the alumina surface, in agreement with X-ray experiments [130, 131], and that the interfacial water region is localized to within 5 Å from the surface. As discussed further below, our findings for the first water layer structure also agree with results of previous MD simulations employing classical potentials [144]. We obtained the infrared (IR) spectrum of water at the interface using maximally localized Wannier functions to compute molecular dipole moments. Although the experimental SFG vibrational spectra contains both IR and Raman contributions, we could relate the main features of the simulated IR spectrum to those of the experimental SFG spectra, finding a good, qualitative agreement. Our results support the interpretation that the “ice-like” and “liquid-like” peaks originate from distinct types of interfacial water molecules with different strengths of hydrogen bonds at the interface, as concluded in Ref. [142] based on analysis of the VDOS computed from first-principles MD simulations.

3.2.2 Methods

All first-principles simulations were carried out with interatomic forces derived from DFT using the PBE approximation for the exchange-correlation energy functional [128, 129]. The interaction between valence electrons and ionic cores were represented using norm-conserving pseudopotentials (with one valence electron for deuterium, six for oxygen, and three for aluminum), and the electronic wavefunctions were expanded in a plane-wave basis set truncated at a cutoff energy of 85 Ry.

Static calculations for bulk alumina and the hydroxylated alumina(0001) slab were
carried out with the Quantum ESPRESSO package \cite{145}. First-principles MD simulations of the hydroxylated alumina(0001)/water interface were performed using the Qbox code \cite{89}. At each ionic step, the total energy of the sample was converged to $10^{-7}$ eV/atom and the centers of the maximally-localized Wannier wavefunctions were computed on-the-fly \cite{146}. The Brillouin zone of the supercell was sampled using only the $\Gamma$ point. Hydrogen atoms were replaced with deuterium in order to maximize the allowable MD time step; we adopted a time step of 10 a.u. = 0.242 fs. The alumina/water interfaces were initially prepared and equilibrated for $> 200$ ps using classical MD with the CLAYFF force field \cite{147}, followed by another $\sim 7$ ps of equilibration with first-principles MD. The first-principles equilibration runs were carried out under constant temperature (NVT) conditions at an average temperature of $T = 400$ K, maintained by a Berendsen thermostat with a coupling time of 0.1 ps \cite{148}. The neglect of quantum zero-point effects \cite{125} from light nuclei and the use of the PBE approximation \cite{126, 127} have been shown to yield an overstructured liquid water, and an elevated simulation temperature of $T \sim 400$ K is necessary to recover the experimental water structure and diffusion coefficients at $T \sim 300$ K \cite{126, 127}. Ensemble averages were computed from first-principles trajectories obtained under constant energy (NVE) conditions over $\sim 9$ ps.

We computed the infrared absorption coefficient per unit path length:

$$\alpha(\omega)n(\omega) = \frac{2\pi \omega^2 \beta}{3eV} \int dt \ e^{-i\omega t} \langle M(0) \cdot M(t) \rangle,$$

(3.2.1)

as described in Ref. \cite{149}; $n(\omega)$ is the refractive index, $c$ is the speed of light, $\beta = 1/k_BT$ is the inverse temperature, and $M$ is the instantaneous total dipole moment. For a given MD snapshot, $M$ is computed as a vector sum over all charges of the sample of volume $V$:

$$M = \sum r_D + 6 \sum r_O + 3 \sum r_{Al} - 2 \sum r_w,$$

(3.2.2)
where \( \mathbf{r}_D, \mathbf{r}_O, \mathbf{r}_A \) are the coordinates of the D, O, Al nuclei, respectively, and \( \mathbf{r}_w \) are the positions of the Wannier centers. In water, Wannier centers correspond to the center of charge of Boys orbitals \[150\], i.e., to the positions of bonds and lone pairs. By restricting the summation in Eq. \[3.2.2\] over charges associated with specific molecules and surface functional groups, it is possible to isolate individual contributions to the overall spectrum.

### 3.2.3 Interface model

The bulk structure of \( \alpha\)-Al\(_2\)O\(_3\) may be described using either a primitive, 10-atom rhombohedral unit cell or a 30-atom hexagonal cell. We carried out the optimization of the bulk structure in the rhombohedral cell and we sampled the Brillouin zone with a symmetrized \(7 \times 7 \times 7\) \(k\)-point mesh. The optimized rhombohedral lattice parameters are \(a_R = 5.147\ \text{Å}\) and angle \(\alpha_R = 55.31^\circ\), which correspond to hexagonal parameters \(a_H = 2a_R \sin(\alpha_R/2) = 4.777\ \text{Å}\) and \(c_H = \sqrt{9a_R^2 - 3a_H^2} = 13.04\ \text{Å}\). These are slightly larger than the corresponding experimental values of \(a_H = 4.760\ \text{Å}\) and \(c_H = 12.989\ \text{Å}\) \[151\]. The small overestimation of the equilibrium volume found in our calculations is attributed to the use of the PBE functional, and similar errors were reported for a variety of other covalently bonded and ionic systems.

To build the 2D-periodic alumina(0001) slab, we chose an orthorhombic unit cell with lateral dimensions \(a = 3a_H = 14.33\ \text{Å}\) and \(b = 2\sqrt{3}a_H = 16.55\ \text{Å}\). Along the [0001]-direction, the layers are arranged in a repeating sequence of stoichiometric units consisting of an oxygen layer sandwiched between two aluminum layers, \(\ldots\text{Al–O}_3\text{–Al}\ldots\). It is known from experiment \[139\] that the lowest energy termination of the alumina(0001) surface under ultra-high vacuum conditions is the non-polar Al-termination, which exhibits a large inward relaxation of the outermost Al atoms. In the presence of reactions with water, the surface structure and composition is expected to be significantly modified. We adopted an ideal hydroxylated alumina(0001) model with a non-polar termination
appropriate for high water coverages [143]. Starting with a bulk-terminated slab consisting of three stoichiometric layers, \( \text{Al–O}_3\text{–Al–O}_3\text{–Al–O}_3\text{–Al} \), each outermost Al atom was replaced with three deuterium atoms to form an OD-terminated slab: \((\text{OD})_3\text{–Al–Al–O}_3\text{–Al–Al–(OD)}_3\). In this model, every surface OD group bridges two subsurface Al atoms. Such a three oxygen layer, hydroxylated slab was also previously employed in Car-Parrinello MD simulations of the alumina(0001) surface in Refs. [140] and [141]. As discussed further in Section 3.2.4, the relaxations observed in our simulations are in reasonable agreement with the structure inferred from synchrotron X-ray experiments for the hydrated surface [130].

We studied two alumina/water interface models, consisting of alumina and water layers alternating along the \( c \)-axis: a 96 D\(_2\)O model with \( c = 20.365 \) Å, and a 144 D\(_2\)O model with \( c = 26.953 \) Å. These values for \( c \) were chosen so as to obtain a water sample with the D\(_2\)O experimental density of \( \sim 1.1 \) g/cm\(^3\).

### 3.2.4 Results and discussion

**Structure**

The computed number densities as a function of distance \( z \) from the surface oxygens are shown in Fig. 3.2.1. The 96 and 144 water models yield densities that are essentially indistinguishable. We found only minor relaxations of the alumina oxygen layers at the interface, relative to the bulk-terminated slab. In the interface model, the average distance between alumina oxygen layers is 2.18 Å, close to the corresponding value of 2.173 Å in the optimized bulk structure. On the other hand, we observed a larger relaxation of the subsurface Al layers: the average distances between adjacent Al layers in the interface model and in the bulk are 0.27 Å versus 0.497 Å, respectively; this corresponds to a 46% contraction at the interface relative to the bulk. Our results are consistent with those of synchrotron X-ray measurements of the hydrated alumina(0001) surface at \( T = 300 \) K by
Eng et al., who reported a negligible relaxation of the alumina oxygen layers and a larger (53%) contraction between the two subsurface Al layers \[130\].

The peaks in the O and D atom densities at \(z = 0 - 1\) Å are clearly identifiable with the OD groups on the alumina surface. The peaks at \(z = 0\) and \(z = 0.9\) Å in the D atom density arise from surface OD groups with two distinct orientations: i) approximately parallel to the slab and forming in-plane hydrogen bonds with nearest neighbor surface oxygens, and ii) pointing out of the slab plane and towards the liquid water region. The distribution of surface OD angles relative to the direction perpendicular to the surface is shown in Fig. 3.2.2. The peak near 90° corresponds to in-plane OD bonds, while the one at 20° to out-of-plane OD. These two types of surface OD bonds have been observed in previous first-principles simulations of the alumina(0001) surface \[140, 141, 142\], and their presence was also inferred from the SFG vibrational spectra \[136\]. These bonds are expected to exhibit different chemical reactivity and as we show below, they are responsible for different features in the vibrational spectra: indeed, the in-plane ODs are well positioned to accept hydrogen bonds, while the out-of-plane ones can more easily donate hydrogen bonds.

The features of the O and D atom distributions seen in the region \(z = 1 - 4\) Å are due to the first water layer in contact with the surface. This layer is centered around a O atom peak at \(z = 2.6\) Å and is sandwiched between two well-separated D atom peaks at 1.7 Å and 3.1 Å. Its structure is qualitatively different from that inferred from density profiles of, e.g., the hydrophobic graphene/water interface \[152\]. In graphene/water, the first water layer O and D atom density maxima coincide due to in-plane hydrogen bonding between water molecules of the first layer. In contrast, in the alumina/water interface, molecules of the first water layer form hydrogen bonds with the alumina surface hydroxyl groups. Our observations for the structure of the first water layer are very similar to findings from previous alumina(0001)/water simulations employing classical potentials \[144\].
Figure 3.2.1: D atom (top), O atom (middle), and Al atom (bottom) number densities as a function of distance z from the outermost oxygens of the alumina surface. Black (red) lines are densities obtained from the alumina/144 (96)-water interface model.
Figure 3.2.2: Distribution of surface hydroxyl (OD) tilt angles relative to the direction perpendicular to surface. The distribution is normalized such that $\int P(\theta) \sin(\theta) d\theta = N_{\text{OD}}$, where $N_{\text{OD}}$ is the number of surface hydroxyl groups in the simulation cell. The black (red) line denotes results obtained with the alumina/144 (96)-water model. The peak at 20° is due to out-of-plane surface OD bonds, while that at $\sim$90° is due to in-plane, hydrogen-bonded surface OD bonds.

Hydrogen bonding with the substrate was also seen in previous theoretical studies of water on hydrophilic surfaces such as classical MD simulations of silica/water\textsuperscript{[153]} and first-principles MD simulations of SiC(100)/water\textsuperscript{[154]}. Finally, our results show that the density resumes bulk-like values for $z$ larger than 5.0 Å.

**Infrared spectra**

The IR spectra were computed using the procedure described in Section 3.2.2. Given the excellent agreement between the interfacial structural properties obtained with 96 and 144 water samples, we only computed the IR spectrum for the smaller alumina/96-water model. In all the following analyses, the statistical uncertainty on the peak positions of the computed IR spectra was estimated to be 25 cm$^{-1}$, based on previous results presented in Ref.\textsuperscript{[149]}.

Fig. 3.2.3 shows the total spectrum (black), together with contributions originating from the 96 D$_2$O molecules (blue), and from the surface OD bonds (red). The peak
Figure 3.2.3: Computed IR spectrum (black line) of the alumina/water interface (96 water model), together with contributions from liquid water molecules (blue line) and surface hydroxyl (OD) groups (red line).

at 1185 cm\(^{-1}\) corresponds to the water bending mode, and it is present in the total signal and in that of water, but not in the OD surface contribution. Its position is in reasonable agreement with that of the corresponding bulk water value obtained from first-principles MD \cite{149} (1173 cm\(^{-1}\)) and experiment \cite{155} (1209 cm\(^{-1}\)). The broad band at low frequencies (< 1000 cm\(^{-1}\)) is due to hindered translational and librational motion in water and lattice vibrational motion in the alumina slab, whose detailed analysis is outside the scope of this work. Here, we focus on the interpretation of the OD stretching band centered at 1800–2800 cm\(^{-1}\).

A detailed view of the surface OD spectrum over the 1800–2800 cm\(^{-1}\) range is shown in Fig. 3.2.4, and it is decomposed into contributions from in-plane (blue) and out-of-plane (red) surface OD bonds. The out-of-plane OD band exhibits two distinct features: a higher-frequency peak at 2630 cm\(^{-1}\) that is readily assigned to dangling, non-hydrogen-bonded OD, and a lower-frequency peak at 2453 cm\(^{-1}\) from surface OD that are hydrogen-bonded to water. The IR spectrum of the in-plane species shows a strong peak at 2410 cm\(^{-1}\) that is red-shifted from the dangling OD peak by 220 cm\(^{-1}\) due to
Figure 3.2.4: Computed IR spectrum of surface hydroxyl (OD) groups obtained with the alumina/96-water model. The black line represents the total OD contribution, the blue line the in-plane OD (tilt angles > 65° relative to surface normal), and the red line the out-of-plane OD (tilt angles < 25° relative to surface normal) contributions, respectively. In the out-of-plane OD spectrum, the 2453 cm$^{-1}$ peak is due to surface OD groups that are hydrogen-bonded to water, and the 2630 cm$^{-1}$ peak corresponds to a dangling surface OD. The in-plane OD peak at 2410 cm$^{-1}$ is red-shifted from the dangling OD peak by 220 cm$^{-1}$, due to hydrogen bonding with neighboring surface oxygen atoms.

Further insight into the nature of interfacial water ordering and bonding may be achieved by analyzing the water vibrational dynamics. We decomposed the IR spectrum due to the 96 D$_2$O molecules of the alumina/96-water interface model into contributions originating from an interfacial water region immediately adjacent to the surface, defined as $z < 5$ Å, and an interior water region at $z > 5$ Å. The interior and interface water spectra are shown in the upper panels of Fig. 3.2.5 and Fig. 3.2.6, respectively. These are compared to previously reported bulk liquid D$_2$O spectrum [149] (lower panel of Fig. 3.2.5) and bulk ice Ih spectrum [156] (lower panel of Fig. 3.2.6), both derived from first-principles MD simulations within the PBE approximation. The bulk water simulations of Ref. [149] were also carried out at the same elevated simulation temperature of $T \sim 400$ K chosen here for the alumina/water interface simulations, while the bulk ice simulations in Ref. [156]
were performed at $T \sim 100$ K. Note that the computed bulk water OD stretch band at 2260 cm$^{-1}$ is red-shifted from the experimental value of 2498 cm$^{-1}$. This systematic red shift has been examined in detail in previous work [122] and can be ascribed to the use of the approximate PBE functional; nevertheless, the overall width and shape of the band are in satisfactory agreement with experiment [149].

The comparison of the interior region of the water layer with previously reported bulk simulations shows that both the number density and the IR spectrum are nearly bulk-like (see Fig. 3.2.5). The positions of the low-frequency librational and bending bands are in close agreement with those of the bulk liquid. The shape and width of the OD stretch band in the interior region also resemble the corresponding ones in liquid water, but its position at $\sim 2280$ cm$^{-1}$ is slightly blue-shifted by about 20 cm$^{-1}$ relative to the bulk. This small blue shift is likely due to confinement effects, possibly similar to the one observed in the case of hydrophobic surfaces. Previous first-principles MD studies of water
Figure 3.2.6: Computed IR spectrum (top panel) of interfacial water immediately adjacent to the alumina surface, defined as $z < 5$ Å. The computed bulk ice Ih D$_2$O spectrum from Ref. [156] is shown in the bottom panel for comparison.

Confined between graphene sheets found that a separation of 25 Å is necessary to fully recover the IR spectrum of bulk water, and a systematic reduction in this confinement distance resulted in a blue shift in the position of the OD stretching band [157].

The OD stretching band due to interfacial water molecules (Fig. 3.2.6) exhibits additional features not present in bulk water or ice. Specifically, there are three distinct IR peaks arising from the interfacial region: 2200, 2320, and 2450 cm$^{-1}$. The first two are close to the OD stretch peak in bulk ice (2190 cm$^{-1}$) and bulk liquid water (2260 cm$^{-1}$), respectively, and are thus labelled as “ice-like” and “liquid-like”. The origins of these features are identified in Fig. 3.2.8, where in panel (a) the interfacial water OD stretch band is shown again, and compared to the spectra arising from interfacial water molecules that donate a hydrogen bond to in-plane surface OD groups (panel (b)). The interfacial water feature at 2200 cm$^{-1}$ is clearly due to these hydrogen-bond-donating interfacial water molecules; in addition, the close correspondence with the 2190 cm$^{-1}$ peak in bulk
ice suggests a strong, ice-like hydrogen bond. Panel (c) shows the spectrum from interfacial molecules accepting a hydrogen bond from the out-of-plane surface OD groups, which give rise to the 2320 cm\(^{-1}\) peak in the interfacial water spectrum. Its position is close to that of the OD stretching peak in bulk liquid water, indicating a weaker, “liquid-like” coordination environment. The remaining interfacial water bonds not included in (b) or (c) are classified as broken hydrogen bonds, whose spectrum is shown in panel (d), and provides an explanation for the high-frequency 2450 cm\(^{-1}\) peak. A similar peak was also observed in previous simulations of the vibrational spectra of the SiO\(_2\)/water interface \cite{158}. Note that we did not observe any dangling OD stretching peak arising from interfacial water molecules, which is indicative of the hydrophilic nature of the aluminia surface. In contrast, Car-Parrinello MD simulations of the vibrational properties of the hydrophobic diamond(111)/water interface reported a small but distinct dangling OD feature in the computed IR spectrum at \(\sim 2500\) cm\(^{-1}\) \cite{157}. Also note that Car-Parrinello dynamics produces a systematic red shift of \(\sim 100\) cm\(^{-1}\) in the infrared OD stretching band, relative to the Born-Oppenheimer dynamics as carried out in this work; had this feature been present in our simulations, we would expect it to appear at \(\sim 2600\) cm\(^{-1}\).

Further characterization of interfacial water molecules is shown in Fig. 3.2.7 which reports the dipole moment distribution in the direction normal to the Al\(_2\)O\(_3\)(0001) surface. The average dipole moment per molecule shows a sharp increase at the interface due to the strong interaction between interfacial water molecules and the solid. In contrast, in the case of the hydrophobic diamond(111)/water interface, the dipole moment of interfacial water molecules is decreased to a value lower than that in the bulk. This difference in the dipole distribution clearly reflects the different nature of the two surfaces.
Discussion

At present only measured SFG spectra \[134, 135, 136\] are available for the single-crystal, water/alumina(0001) interface and no IR and Raman spectra have yet been reported. Unfortunately a direct, quantitative comparison between the experimental SFG spectra and our computed IR spectra is not straightforward. First, the SFG spectrum involves both IR and Raman contributions, and thus the relative intensities of the peaks of the SFG and IR spectra are expected to be different. In addition, as previously mentioned the use of the approximate PBE functional for the exchange-correlation energy leads to a sizable red shift in the computed water OD stretching band compared to experiments \[149, 122\], and the neglect of quantum effects from light nuclei (D) might further increase this error \[159\]. Deuterium masses are used here to enable the use of larger MD time steps, however the SFG experiments on alumina(0001)/water were performed on hydrogenated water samples.

However a qualitative comparison between experiments and simulation results can be drawn in the OH stretching region. The SFG spectrum is dominated by a strong peak at \(\sim 3700 \text{ cm}^{-1}\). Flörsheimer et al. \[136\] decomposed it into four subpeaks arising from

Figure 3.2.7: The dipole distribution of water molecules in the direction normal to the Al\(_2\)O\(_3\)(0001) surface.
Figure 3.2.8: Panel (a): Computed IR spectrum of the interfacial water region immediately adjacent to the alumina surface, defined as $z < 5$ Å. The remaining panels show spectra arising from (b) water molecules that donate a hydrogen bond to in-plane surface OD groups, (c) water molecules that accept a hydrogen bond from out-of-plane surface OD groups, and (d) broken hydrogen-bonded waters.
alumina surface OH groups of increasing tilt angles: from the highest frequency subpeak at 3690 cm\(^{-1}\) assigned to dangling surface OH groups, to the lowest frequency subpeak at 3460 cm\(^{-1}\) due to in-plane, hydrogen-bonded surface OH. These deconvoluted peaks correspond to the out-of-plane and in-plane surface OD peaks shown in Fig. 3.2.4. Note that in the calculated IR spectrum, similar to the SFG spectrum, the in-plane surface OD stretch overlaps with a broad band due to vibrations involving out-of-plane surface OD groups that donate a hydrogen bond to interfacial water molecules.

At nearly neutral pH conditions, the SFG experiments also reported a weaker OH stretch band at \(\sim 3400\) cm\(^{-1}\), interpreted as arising from interfacial water molecules with “liquid-like” characteristics, due to its proximity to the bulk water OH stretching band maximum. At low and high pH a third band at \(\sim 3200\) cm\(^{-1}\) appears, labelled as “ice-like” by correspondence with the OH stretching mode in bulk ice Ih. These general trends as a function of pH have also been reported for other water interfaces [121]. One proposed explanation in the case of alumina(0001)/water [135] is that the surface acquires a net charge due to protonation (low pH) or deprotonation (high pH) of the surface OH groups, when moving away from the point of zero charge (pzc). This pH-dependent surface charge, in turn, drives the orientation of the interfacial water molecule dipole moments.

Alternatively, Flörshheimer et al. [136] argued that in alumina(0001)/water, the orientation of the interfacial water molecules is not driven solely by electrostatics but also by hydrogen bonding with in-plane surface OH groups, whose population relative to the out-of-plane surface ones was observed to vary as a function of pH. Consequently, when in-plane surface OH groups are prevalent, more interfacial water molecules are engaged in strong hydrogen bond donation to these in-plane surface OH, giving rise to an increased intensity in the ice-like OH band. This ice-like band is reduced in intensity when out-of-plane OH groups become prevalent, as more interfacial water molecules experience a comparatively weaker, liquid-like hydrogen bonding.
The analysis of our computed IR spectra appears to support the interpretation of Ref. [136]. As discussed in Section 3.2.4, the OD vibrations arising from the interfacial water molecules exhibit features at 2200 cm\(^{-1}\) and 2320 cm\(^{-1}\) that coincide with the computed OD stretch in bulk ice Ih and bulk water (Fig. 3.2.6 and Fig. 3.2.5). These were identified with a water OD donating a strong hydrogen bond to an in-plane, acceptor surface OD, and a water OD accepting a weak hydrogen bond from an out-of-plane, donor surface OD, respectively. Thus, our simulations support the hypothesis that different types of hydrogen bonding interactions may give rise to distinct “ice-like” and “liquid-like” features in the vibrational spectra. Our analysis is in agreement with that of Ref. [142], which was based on VDOS calculations, and our simulations support the hypothesis that different types of hydrogen bonding interactions may give rise to distinct “ice-like” and “liquid-like” features in the vibrational spectra. We emphasize that the observation of an “ice-like” band in experiments does not necessarily indicate the presence of an ordered ice layer at the interface; as we have shown here, a vibrational signature resembling that of bulk ice may also arise from individual water molecules hydrogen-bonded to the alumina surface, without the presence of any long-range order typical of ice. We also note that the alumina-water hydrogen bonding contributions to the vibrational spectra identified here do not exclude the presence of electrostatic orientational effects; it is possible that both contributions act in concert, or at different pH regimes.

Finally, we note that while an “ice-like” peak is clearly present in the simulated IR spectrum, its intensity is very weak in the experimental SFG spectrum at neutral pH. This discrepancy between theory and experiment has at least two possible explanations. The relative spectral weight of the ice-like 2200 cm\(^{-1}\) peak might decrease if Raman contributions were taken into account in our calculations, which instead includes only IR activity. In addition, the relative populations of in- and out-of-plane surface OD groups may not be fully equilibrated in our relatively short simulations (∼10 ps), especially since
the in-plane surface OD groups form strong hydrogen bonds as evidenced by the large red shift relative to the dangling OD signal. As the systematic variation of the pH of the aqueous phase is difficult to carry out in first-principles MD simulations, given the limited supercell sizes that are tractable at present, it may be interesting to vary the population of in-plane surface OD groups in future studies, to understand in detail their contributions to SFG spectra as a function of pH.

3.2.5 Summary

Experiments that employ SFG or X-ray techniques provide an incomplete picture of the structural properties of interfacial water molecules at solid/liquid water interfaces. However the combination of the results of these experiments and those of first-principles simulations provide a powerful strategy to understand the structural and dynamical properties of water at solid interfaces. This is illustrated in the present work, where we investigated the structural properties and IR spectra of the alumina(0001)/water interface using first-principles MD, and compared our results with experiments [134, 135, 136].

We found that the first interfacial water layer was adsorbed at a distance of about 2.5 Å from the alumina(0001) surface, in agreement with synchrotron X-ray experiments. This interfacial water region is localized within 5.0 Å of the solid, beyond which the structural properties of liquid water are essentially recovered. Detailed analyses of the computed IR spectra provided a molecular interpretation of SFG vibrational spectroscopy experiments [134, 135, 136]. In particular, the “ice-like” and “liquid-like” features observed in these spectra can be attributed to different types of interfacial water molecules participating in hydrogen bonds with different strengths. The “ice-like” peak arises from strongly hydrogen-bond-donating water molecules to alumina surface OD, while the “liquid-like” peak is due to water molecules accepting a weak hydrogen bond from the surface OD. No indication of a solid ice layer with long range order was found in our simulations. Our
results support the view that the electrostatic charge of the surface is not solely responsible for the orientation of water molecules at the interface; in addition to electrostatic effects from surface charges, hydrogen bond interactions with the surface play a key role, and should be considered as well in interpretations of experiments.

The available experimental SFG data on interfacial water molecules show common features for a variety of systems [121]. In particular, “ice-like” and “liquid-like” bands have been observed for both hydrophobic and hydrophilic interfaces. However it is yet unclear whether the microscopic origin of these bands is the same in the two cases. Future studies employing the analytical approach taken here may help elucidate this question further.
Chapter 4

Electronic and dielectric properties of nitride surfaces and interfaces

4.1 Dielectric properties of Si$_3$N$_4$ thin films

4.1.1 Introduction

The degradation of the dielectric properties of silicon dioxide films as their thickness decreases below few nanometers has led to intense research activities on high dielectric constant materials [160, 161, 162]. Among those, silicon nitride (Si$_3$N$_4$) has received much attention lately, since the static and optical dielectric constants of bulk crystalline $\beta$-Si$_3$N$_4$ are higher than the corresponding ones of SiO$_2$ [163]: $\epsilon_0 = 8.19$, and $\epsilon_\infty = 4.33$, as compared to $\epsilon_0 = 4.6$, and $\epsilon_\infty = 2.46$, respectively. Therefore silicon nitride might be a good candidate as a gate dielectric to reduce tunneling induced leakage currents as the MOS technology is scaled further [162]. Furthermore, compared to SiO$_2$, silicon nitride is more stable in strong electric fields and at high temperature, and it is more effective in providing diffusion barriers to impurities such as boron [164].

In order to understand if silicon nitride may be a promising high dielectric constant
material at the nanoscale, it is important to understand how its dielectric properties vary as its size is reduced. In this section, we investigate the dielectric properties of Si$_3$N$_4$ thin films with lateral dimensions below 6 nm as a function of size and surface structure. In addition we compare dielectric properties of crystalline and amorphous thin films with the same size, and we discuss the effect of structural disorder on the spatial variation of the film dielectric properties.

4.1.2 Methods

We carried out first-principles calculations using DFT in the LDA approximation. We employed plane wave basis sets with a kinetic energy cutoff of 60 Ry, in conjunction with norm-conserving pseudopotentials. Within this framework we obtain structural properties of bulk crystalline $\beta$-Si$_3$N$_4$ in good agreement with experiment [165] (lattice constant underestimated by 1 %) and static and optical dielectric constants ($\epsilon_\infty = 4.23$ and $\epsilon_0 = 8.2$) in good accord with previous studies ($\epsilon_\infty = 4.33$ and $\epsilon_0 = 8.19$) [163]. We also compared selected phonon frequencies with available measurements [166] and a previous study [167] and obtained good agreement (average error of phonon frequencies, with respect to experiment, is 3.7%). In addition, we note that the measured band gap of silicon nitride (4.7-4.9 eV) [168] is reproduced fairly well by LDA calculations (the computed value is 4.4 eV).

In order to compute the optical and static dielectric constants of thin films, we carried out calculations in a finite electric field, applied in the form of a saw tooth potential as described in Ref. [169]. Since we performed calculations with periodic boundary conditions, an artificial planar dipole potential was added to our simulation cell, following the prescription proposed by Meyer and Vanderbilt [170]. Similar to Ref. [171], we define the microscopic dielectric constant of a slab as the ratio between the applied electric field $E_0$
and the screened field $E(z)$:

$$\epsilon(z) = \frac{E_0}{E(z)} \quad (4.1.1)$$

Here $z$ is the direction parallel to the slab growth direction. The screened electric field $E(z)$ can be obtained from the gradient of the change in the planar-averaged potential due to the applied electric field:

$$E(z) = -\frac{\partial \Delta V(z)}{\partial z} \quad (4.1.2)$$

where the planar-averaged potential is defined as:

$$\bar{V}(z) = \frac{1}{L_x L_y} \int V(x, y, z) dx dy \quad (4.1.3)$$

Here $L_x$ and $L_y$ are the dimensions of the plane perpendicular to the growth direction of the slab. If the ions are fixed to their equilibrium positions, Eq. 4.1.1 yields the optical dielectric constant $\epsilon_\infty$. If the ions are relaxed in response to a finite electric field, an ionic contribution is included in the evaluation of the dielectric constant and Eq. 4.1.1 yields the value of $\epsilon_0$. When ionic relaxations are allowed, $\Delta \bar{V}(z)$ has an oscillatory behavior. Such a behavior can be smoothed out by using, e.g. a Gaussian convolution technique [172], with a standard deviation of about 1 Å. This is equivalent to the assumption that the dielectric response of the system is local over a scale of 1 Å.

The average dielectric constant $\bar{\epsilon}$ of a slab representing a thin film is evaluated by using the relation [172]:

$$\frac{L}{\bar{\epsilon}} = \int dz \frac{\epsilon(z)}{\epsilon(z)} \quad (4.1.4)$$

where $L$ is the thickness of the slab. When using Eq. 4.1.4 the slab boundaries are taken to coincide with the positions of the outermost atoms.

We considered $\beta$-Si₃N₄ crystalline slabs grown in different directions, with varying
number of layers, i.e. with varying thickness. We considered two growth directions, the [0001] direction by using hexagonal unit cells [173], and the [010] direction by using orthorhombic unit cells [174]. We terminated the surface dangling bonds on each side of the slabs by hydrogen atoms, and we optimized the ionic positions of the whole slab using the QUANTUM ESPRESSO code [145].

In order to understand the difference in dielectric properties between crystalline and amorphous Si$_3$N$_4$ thin films, we generated several amorphous slab models by combining classical and ab initio MD simulations. A Si$_3$N$_4$ crystalline, bulk sample was first melted at 3000 K by using classical MD simulations with a modified Tersoff potential [175]. About 10 Å vacuum was then added along the $z$ axis to the bulk liquid in order to generate two free surfaces. Using this structure as the starting configuration, we conducted a classical MD simulation at 3000 K and collected seven snapshots along the MD trajectory every 100 ps. This time interval ensures that the generated snapshots are structurally uncorrelated. Each of the seven snapshots was then equilibrated at 2000 K and annealed to room temperature for about 2 ps using ab initio MD employing the Qbox code [89] that is optimized for use on high performance architectures and is highly efficient for ab initio MD runs. Finally, all atoms of the annealed configurations were fully relaxed to the positions of the nearest energy minimum. At variance with crystalline slabs, the surfaces of our amorphous thin films were not hydrogen terminated. A detailed description of the amorphous slab structure is discussed in Ref [66].

4.1.3 Results and Discussion

Fig. 4.1.1 and Fig. 4.1.2 show $\epsilon(z)$ (see Eq. 4.1.1) for crystalline slabs with different growth directions. Consistent with previous studies of silicon slabs [171] [172], we find that the dielectric constant decays smoothly at the surface. Its oscillations within the slab originate from the ordered structure of the crystalline thin film. The difference in
Figure 4.1.1: Spatial variation of the optical (dashed line) and static (solid line) dielectric constants along the $z$ direction (parallel to the growth direction) of a crystalline Si$_3$N$_4$ slab grown in the [0001] direction.

the dielectric constant profile in Fig. 4.1.1 and Fig. 4.1.2 is due to the different atomic arrangements in the two films, that are grown in different directions. In Fig. 4.1.3 we show the spatial variation of the dielectric constant along the $z$ axis of one model of amorphous silicon nitride ($z$ is perpendicular to the slab surfaces). As expected, the dielectric constant shows a non-homogenous behavior due to the disordered arrangement of atoms.

In low frequency measurements, one probes the static dielectric constant, inclusive of both electronic and ionic contributions; our results for $\epsilon_0$ of crystalline slabs, as obtained using Eq. 4.1.4, are reported in Fig. 4.1.4. Below 4 nm, crystalline slabs show a substantially reduced screening with respect to the bulk value, indicated by the dashed line in the figure. This reduction is mostly due to the decay of the dielectric constant in proximity of the surface and it depends on the film growth direction. As the thickness of the slab decreases, the ratio of surface to volume increases, inducing a stronger reduction in the dielectric constant. It is interesting to note that, for both growth directions, while the optical dielectric constant reaches values close to that of the bulk already for thicknesses of about 5 nm, $\epsilon_0$ remains smaller than that of the bulk for considerably larger thick-
Figure 4.1.2: Spatial variation of the optical (dashed line) and static (solid line) dielectric constant along the $z$ direction (parallel to the growth direction) of a crystalline $\text{Si}_3\text{N}_4$ slab grown in the [010] direction. The thickness of the slab ($\approx 1.47$ nm) is very similar to the one of the slab reported in Fig. 4.1.1 ($\approx 1.41$ nm).

In addition, we find that at the nanoscale, the static dielectric constant is much more sensitive to the growth direction than the optical dielectric constant, as indicated in Fig. 4.1.4.

In Fig. 4.1.5 we also show the dielectric constant of amorphous models whose thickness is about the same as that of a nine layer crystalline [0001] slab. We computed the dielectric constants for several amorphous slab models (we chose seven of them), and the mean value and standard deviations were obtained by averaging over the results obtained for seven configurations. We note that both optical and static dielectric constants are very similar for the several amorphous slab models considered here, with standard deviations $\sigma_{\varepsilon_\infty} = 0.2$ and $\sigma_{\varepsilon_0} = 0.31$, respectively. Both the static and optical dielectric response of the amorphous slabs are smaller than those of the crystalline [0001] slab with the same thickness. However they are very similar to those of the orthorhombic slab (see Fig. 4.1.4). This indicates that amorphization of thin films may be an important factor in decreasing the dielectric constant at the nanoscale. All of our results show that the presence of a surface in the film greatly affects its average dielectric properties and indicates that surface and interface effects play a key role in determining the dielectric response at the nanoscale.
Figure 4.1.3: (a): A snapshot of an amorphous slab model, with 166 atoms used in calculations; Silicon and Nitrogen are represented by red and blue balls, respectively. (b): the spatial variation of the optical (dashed line) and static (solid line) dielectric constant along the $z$ direction (perpendicular to the slab surfaces of the amorphous slab shown in (a)).
Figure 4.1.4: Dielectric constant of crystalline slabs grown in the [0001] direction (hexagonal cell) compared to that of crystalline slabs grown in the [010] direction (orthorhombic cell). Circles (squares) represent data for hexagonal (orthorhombic) cells, open (filled) symbols represent $\epsilon_\infty (\epsilon_0)$. Dashed lines indicate values of the dielectric constants for bulk crystalline Si$_3$N$_4$.

Figure 4.1.5: Dielectric constant of several Si$_3$N$_4$ slabs. Circles and squares represent the data for crystalline (in the [0001] direction) and amorphous slabs, respectively. Open (filled) symbols represent $\epsilon_\infty (\epsilon_0)$. Dashed lines indicate the optical and static dielectric constant values of bulk crystalline Si$_3$N$_4$. 
We note that for both amorphous and crystalline Si$_3$N$_4$ slabs with thicknesses of about 1 nm, the dielectric constants are still larger that those of SiO$_2$ ($\epsilon_0 = 4.6, \epsilon_\infty = 2.46$).

### 4.1.4 Summary

In summary, in this section we investigated the behavior of the dielectric properties of silicon nitride films as a function of thickness, using ab-initio calculations based on DFT. For crystalline films we find non negligible variations of the static dielectric constants with respect to bulk values for thicknesses up to 6 nm and a reduction by a factor as large as 1.32 and 1.15 for, e.g. 1 and 2 nm slabs grown in the [0001] direction, respectively. Amorphization, that is atomic disorder, may further decrease both the high frequency and the static dielectric constants of the films.

### 4.2 Band offset and dielectric properties of the amorphous Si$_3$N$_4$/Si(100) interface

#### 4.2.1 Introduction

The continuing reduction of the silicon dioxide (SiO$_2$) gate dielectric thickness in modern metal-oxide-semiconductor (MOS) technology results in high direct tunneling gate leakage currents, leading to excessive standby power consumption. As a result, there is strong interest in alternative gate dielectrics with dielectric constant higher than that of SiO$_2$ (high-$\kappa$ materials), which may yield the same gate capacitance as SiO$_2$ but with a larger physical thickness, thus decreasing gate leakage currents [176]. Silicon nitride (Si$_3$N$_4$) has been intensively investigated as a prototype high-$\kappa$ material to be alloyed with SiO$_2$ and transition metal oxides, and be part of high-$\kappa$ stack dielectric films [177, 178]. In particular, the dielectric constant of bulk Si$_3$N$_4$ is higher than that of SiO$_2$ [67, 66], which
may help reduce tunneling induced leakage currents as the MOS technology is scaled further.

Together with the dielectric constant, the performance of Si$_3$N$_4$ as a dielectric material critically depends on the electronic structures of the interface with the Si substrate, in particular on the valence band (VBO) and conduction band offsets (CBO), which define the barrier height for injection of electrons or holes [161]. The VBO of amorphous silicon nitride (a-Si$_3$N$_4$) thin films on Si(100) has been studied using photoemission spectroscopy, and different results were reported, which appear to depend on the preparation techniques of the nitride film on the Si substrate [179, 180, 181]. Keister [179] deposited a-Si$_3$N$_4$ thin films on Si(100) by remote plasma chemical vapor deposition (CVD), using N$_2$ and SiH$_4$ sources and reported a VBO of 1.78 eV, while Gritsenko [180], who used the low pressure CVD technique with a SiH$_2$Cl$_2$+NH$_3$ gas mixture found a value of 1.5 eV for the VBO. More recently Higuchi [181] measured a VBO of 1.6 eV after direct nitrition of the Si(100) substrate with NH radicals.

In contrast to the dielectric constant and the VBO, the thickness at which nitride thin films on a Si substrate recover their bulk properties is less understood. The value of this thickness is important, as it defines the fundamental limit where Si$_3$N$_4$ can still operate properly as a gate dielectric. While the SiO$_2$/Si interface has been widely studied [182, 183, 184, 185], and a value of 7 Å was reported for the thickness of SiO$_2$ thin films on a Si substrate by both experiment [186] and \textit{ab-initio} calculations [187, 188], the corresponding value for Si$_3$N$_4$ is not yet known.

Most theoretical studies has so far been limited to the $\beta$-Si$_3$N$_4$(0001)/Si(111) interface [189, 190, 191, 192], due to the almost perfect match (lattice constant and symmetry) between the $\beta$-Si$_3$N$_4$(0001) and Si(111) surfaces, and no \textit{ab-initio} study of a-Si$_3$N$_4$/c-Si interfaces is yet available. Omeltchenko [193] reported an investigation of the structural properties of the interface of a-Si$_3$N$_4$ with Si(111) using empirical potentials, and band
offsets were investigated by Robertson [161], with a tight binding model that requires experimental data for the band gaps of $c$-Si and $a$-Si$_3$N$_4$ as input parameters.

In this work we present a microscopic study of the $a$-Si$_3$N$_4$/Si(100) interface. We used a combination of classical and \textit{ab-initio} molecular dynamics (MD) to obtain a realistic model of the interface, and we computed band offsets by means of many-body perturbation theory (MBPT), within the $G_0\text{W}_0$ approximation; we used a \textit{GW} technique based on a spectral decomposition of the dielectric matrix [72, 194] that allowed us to tackle relatively large samples. We show that density functional theory (DFT) with semi-local functionals is not adequate to obtain the valence band offset, as the cancellation of errors reported [195], e.g. for semiconductor heterojunctions, was not observed in the $a$-Si$_3$N$_4$/c-Si case, similar to other semiconductor/insulator interfaces [196, 197]. MBPT yielded instead a good agreement with experiments. In contrast to the VBO, semi-local DFT calculations yielded dielectric constants of $c$-Si and $a$-Si$_3$N$_4$ in good agreement with experiments (within 10%); DFT was then used to investigate the local variation of the dielectric constant across the interface. In addition, based on the calculated local band edges and dielectric constants, we estimated the minimum thickness of the nitride required to recover the system bulk properties.

4.2.2 Methods

Figure 4.2.1: Atomistic model representing an $a$-Si$_3$N$_4$/Si(100) interface; Si and N atoms are represented by blue and red symbols, respectively.
Our *ab-initio* simulations were carried out with plane-wave basis sets with a kinetic energy cutoff of 70 Ry, in conjunction with norm-conserving pseudo-potentials and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [7]. The \( a\)-Si\(_3\)N\(_4\)/Si(100) interface was modelled by a 264-atom superlattice that contains 96 and 168 atoms in the \( c\)-Si and \( a\)-Si\(_3\)N\(_4\) components, respectively, as illustrated in Fig. [4.2.1]. The surface area of the \( a\)-Si\(_3\)N\(_4\) was chosen to match that of the \((2\times2)\) Si(100) surface with a lattice constant of 5.43 Å. The initial interface model was generated by joining the bulk \( \beta\)-Si\(_3\)N\(_4\) and \( c\)-Si structures along the direction perpendicular to the (100) surface of \( c\)-Si. Then the \( \beta\)-Si\(_3\)N\(_4\) component was amorphized by melting and quenching from 4000 K to 300 K for about 3 ns, using classical MD with the a modified Tersoff potential [175]. The structural model was further refined using *ab-initio* MD simulations, carried out with the Qbox code [89], by melting and quenching from 2000 K to 300 K for about 14 ps. During the annealing process, the atomic positions of \( c\)-Si were kept fixed up to 1000 K, and below this temperature all the atoms were allowed to move. The final structure was further relaxed to the closest local minimum using the Quantum Espresso code [145]. We obtained an average mass density of 3.0 g/cm\(^3\) for the \( a\)-Si\(_3\)N\(_4\) region of the slab, consistent with the experimental density of 3.1 g/cm\(^3\) [198]. We note that in our interface model, the total thickness of the \( a\)-Si\(_3\)N\(_4\) component is \( \sim \)15 Å, similar to the thickness (15-20 Å) of \( a\)-Si\(_3\)N\(_4\) films investigated in photoemission experiments [179] [181].

### 4.2.3 Results and Discussion

We computed the VBO (CBO) between \( c\)-Si and \( a\)-Si\(_3\)N\(_4\) as the difference between the VBM (CBM) in the bulk-like \( c\)-Si and \( a\)-Si\(_3\)N\(_4\) regions of the interface:

\[
\text{VBO} = E_{v}^{Si} - E_{v}^{Si3N4}; \quad \text{CBO} = E_{c}^{Si} - E_{c}^{Si3N4}. \tag{4.2.1}
\]
Figure 4.2.2: Variations of the valence band maximum (VBM) and conduction band minimum (CBM) along the direction orthogonal to the interface plane, obtained at the DFT-PBE level of theory. Two interfaces are present in the model, one at ~0 Å and the other one at ~14 Å.

To obtain values of the VBM and CBM of silicon and of the nitride we defined the local density of states (LDOS) [199]:

\[
D(\epsilon, z) = 2 \sum_n |\langle z | \psi_n \rangle|^2 \delta(\epsilon - \epsilon_n),
\]

(4.2.2)

where \( z \) is the direction perpendicular to the interface, \( |\langle z | \psi_n \rangle|^2 \) is the electron density integrated in the \( xy \) plane, the factor of 2 accounts for the spin degeneracy and \( \psi_n, \epsilon_n \) are the Kohn-Sham eigenstates and eigenvalues, respectively. The variation of the values of the VBM and CBM across the interfaces (shown in Fig. 4.2.2) was determined using the relation [199]:

\[
\int_{\epsilon_{VBM}}^{E_F} D(\epsilon, z) d\epsilon = \int_{E_F}^{\epsilon_{CBM}} D(\epsilon, z) d\epsilon = \Delta \int_{-\infty}^{E_F} D(\epsilon, z) d\epsilon,
\]

(4.2.3)

where \( E_f \) is the Fermi energy of the interface model and the threshold value \( \Delta \) is determined by imposing that the band edges of the interface model are recovered. Fig. 4.2.2 shows that the bulk band edges are approximately recovered at about \( z \sim 7.5 \) Å for \( c \)-Si.
and at $z \sim 22.5$ Å for $a$-$\text{Si}_3\text{N}_4$, hence the transition region extends into the nitride for about $\approx 6 - 7$ Å, similar to what found for SiO$_2$ on a Si substrate [186, 187, 188]. We note that due to the periodicity of our model, two interfaces are present and are located at $\sim 0$ Å and 14 Å, respectively. Of the two interfaces, due to the presence of Si$^{3+}$ defects, the one located at $\sim 0$ Å exhibits a slightly thicker transition region, associated with smaller values of the local band gap in the transition region.

At the DFT-PBE level of theory, we obtained a band gap of 3.0 eV in the bulk region of $a$-$\text{Si}_3\text{N}_4$, that underestimates the experimental results of 4.5-5.5 eV [200, 201, 202]. The computed band gap in the bulk region of $c$-Si is 0.7 eV, in agreement with the corresponding bulk calculation of 0.7 eV; as expected this result underestimates the experiment (1.17 eV) [203]. In addition, we obtained values of 0.8 and 1.5 eV for the VBO and CBO, respectively, at the DFT-PBE level of theory. The value of VBO (see Table. 4.1) underestimates experiment (1.5-1.78 eV [180, 179, 181]) by $\sim 50\%$, showing that in this case, similar to the SiO$_2$/Si interface [204], there is no cancellation of errors for the heterojunction.

To improve on the computed band offsets, following Ref. [204] we compute the VBO and the CBO within the $G_0W_0$ approximation ($\text{VBO}_{G_0W_0}$, $\text{CBO}_{G_0W_0}$):

$$\text{VBO}_{G_0W_0} = (E_{c}^{\text{Si}} + \Delta E_{c}^{\text{Si}}) - (E_{c}^{\text{Si}_3\text{N}_4} + \Delta E_{c}^{\text{Si}_3\text{N}_4}),$$

$$\text{CBO}_{G_0W_0} = (E_{v}^{\text{Si}} + \Delta E_{v}^{\text{Si}}) - (E_{v}^{\text{Si}_3\text{N}_4} + \Delta E_{v}^{\text{Si}_3\text{N}_4}),$$ (4.2.4)

where $\Delta E_{v,c}^{\text{Si}}$ and $\Delta E_{v,c}^{\text{Si}_3\text{N}_4}$ are $G_0W_0$ corrections to the band edges of bulk $c$-Si and $a$-$\text{Si}_3\text{N}_4$, respectively, that were obtained from bulk calculations.

For computational convenience, the $G_0W_0$ corrections to the VBM and CBM of $a$-$\text{Si}_3\text{N}_4$ were computed for a sample of 56 atoms that showed structural and dielectric properties in good agreement with experiment (we verified that there was only one dan-
gling bond in our sample) [66]. The 56 atom structure was generated from a molten \( \beta \)-Si\(_3\)N\(_4\) at 3000 K, using a procedure similar to that described above for the \( a \)-Si\(_3\)N\(_4\)/\( c \)-Si interface. At the DFT-PBE level of theory, the computed band gaps of the bulk sample of \( a \)-Si\(_3\)N\(_4\) is 3.17 eV, close to the value of 3.0 eV calculated in the bulk region of \( a \)-Si\(_3\)N\(_4\) of the interface model. Such a small difference is attributed to structural disorder. MBPT calculations were carried out using the method proposed in Refs. [72, 194], with 800 dielectric eigenpotentials to represent the dielectric matrix. We emphasize that the approach of Refs. [72, 194] does not require the explicit calculation of empty electronic orbitals and that the convergence of the \( G_0W_0 \) calculations is controlled by only one parameter (in addition to the planewave cutoff), i.e. the number of eigenpotentials used for the spectral decomposition of the dielectric matrix.

For bulk \( a \)-Si\(_3\)N\(_4\), \( G_0W_0 \) calculations greatly improve the DFT-PBE values, yielding a band gap of 4.87 eV, that falls within the range of available experimental data (4.5-5.5 eV). Our calculations yielded a large correction to the VBM, e.g., \( \Delta E^{Si_3N_4}_v = -1.20 \) eV and a smaller one for the CBM: \( \Delta E^{Si_3N_4}_c = 0.5 \) eV. For bulk \( c \)-Si, within the \( G_0W_0 \) approximation we obtained \( \Delta E^{Si}_v = -0.5 \) eV and \( \Delta E^{Si}_c = 0.1 \) eV, consistent with the values of \( \Delta E^{Si}_v = -0.4 \) eV and \( \Delta E^{Si}_c = 0.2 \) eV reported in Ref. [204] for calculations that did not make use of plasmon-pole models. We note that in our \( GW \) calculations we did not use any model for the frequency dependent dielectric matrix; frequency integration was explicitly performed. Within the \( G_0W_0 \) approximation, the computed VBO, 1.5 eV, is in good agreement with the experimental data ranging from 1.5 and 1.78 eV [179, 180, 181] (see Table I). In addition, we obtained a value of 1.9 eV for the CBO. We note that large uncertainties are associated to the measured band gap of \( a \)-Si\(_3\)N\(_4\), which may affect the value of CBO extracted from experiment. Using a value of 1.5 eV for the VBO, the experimental values of 1.17 eV and of 4.5-5.5 eV for the band gap of \( c \)-Si and \( a \)-Si\(_3\)N\(_4\), respectively, we estimated the experimental value of the CBO to be within 1.83-2.83 eV.
Table 4.1: Band gaps of bulk c-Si ($E_{g}^{Si}$), a-Si$_3$N$_4$ ($E_{g}^{Si_{3}N_{4}}$), and band offsets of the a-Si$_3$N$_4$/Si(001) interface, calculated at the DFT-PBE and $G_0W_0$ levels of theory. Photoemission spectroscopy experimental results are also shown for comparison. All values are in eV.

<table>
<thead>
<tr>
<th></th>
<th>VBO</th>
<th>CBO</th>
<th>$E_{g}^{Si}$</th>
<th>$E_{g}^{Si_{3}N_{4}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>0.8</td>
<td>1.5</td>
<td>0.7</td>
<td>3.17</td>
</tr>
<tr>
<td>$G_0W_0$</td>
<td>1.5</td>
<td>1.9</td>
<td>1.3</td>
<td>4.87</td>
</tr>
<tr>
<td>Expt.</td>
<td>1.5-1.78</td>
<td>1.83-2.83</td>
<td>1.17</td>
<td>4.5-5.5</td>
</tr>
</tbody>
</table>

We now turn to describe the variation of the dielectric constant at the a-Si$_3$N$_4$/Si(100) interface, which was characterized using the local dielectric constant, $\epsilon(z)$, introduced in Ref. [172]; $\epsilon(z)$ is computed as:

$$\epsilon(z) = 1 + 4\pi \frac{p(z)}{E(z)},$$

(4.2.5)

where $p(z)$ and $E(z)$ correspond to the induced microscopic polarization and the change in the total electric field due to an applied external field. These quantities can be obtained from the induced charge density, $\rho_{ind}(z)$, using the relation $\partial p(z)/\partial z = -\rho_{ind}(z)$ and $\partial E(z)/\partial z = 4\pi \rho_{ind}(z)$ [172].

We focus on the optical dielectric constant ($\epsilon_{\infty}$) that represents the electronic response to the electric field. Fig. 4.2.3 shows the variation of the local dielectric constant $\epsilon_{\infty}(z)$ along the direction orthogonal to the interface plane, obtained at the DFT-PBE level of theory. Similar to the variation of local band edges, we found that the local dielectric constant shows a sharp decrease within $\sim 6-7$ Å from the Si substrate. In the bulk regions of c-Si and a-Si$_3$N$_4$ we found average dielectric constants of 13.0 and 5.2, respectively, in agreement with the value of 12.7 for bulk c-Si and of 4.8 for the bulk a-Si$_3$N$_4$ sample. We note that the computed optical dielectric constant in the bulk region of a-Si$_3$N$_4$ is about two times larger than the value of 2.46 for SiO$_2$ [163]. Our computed dielectric
Figure 4.2.3: The variation of the local dielectric constant $\epsilon_\infty(z)$ along the direction orthogonal to the interface plane, obtained at the DFT-PBE level of theory. Red dashed line indicates the average values in the bulk regions of $c$-Si and $a$-Si$_3$N$_4$.

constants are in reasonably good agreement with the experimental values of 11.7 and 4.5-5.6 for $c$-Si and $a$-Si$_3$N$_4$ [205, 206], respectively. Hence, even if band gaps and band offsets are not quantitatively correct within DFT-PBE, we found that dielectric constants of the interface model are in satisfactory agreement with experiments.

4.2.4 Summary

In summary, we investigated the electronic and dielectric properties of an atomistic model of the amorphous Si$_3$N$_4$/Si(100) interface by using density functional theory. We showed that DFT-PBE severely underestimates the experimental value of the VBO. Within the $G_0W_0$ approximation, we obtained instead a value of 1.5 eV, in good agreement with experiment; our calculations predicted a value of 1.9 eV for the CBO. We found that in the bulk-like region of the interface model, dielectric constants computed within the DFT-PBE level are in reasonably good agreement with experiments. Our calculations also showed that, similar to SiO$_2$, a minimum thickness of 6 – 7 Å is required to recover the bulk properties of $a$-Si$_3$N$_4$; such value thus determines the minimum thickness of an $a$-Si$_3$N$_4$ thin film gate dielectric. Although the value of the minimum thickness is similar
for $a$-$\text{Si}_3\text{N}_4$ and $\text{SiO}_2$, given the higher dielectric constant of the former, using alloys of amorphous nitrides and oxides as gate dielectrics may help suppress direct tunneling leakage currents observed in $\text{SiO}_2$. 
Chapter 5

Electronic properties of simple aqueous solutions

5.1 Electronic structure of liquid water

5.1.1 Introduction

Liquid water occupies a central role in many problems concerning energy use and environmental remediation, including its utilization for solar energy capture and conversion in photo-catalytic devices [207]. Yet, surprisingly the electronic properties of water are poorly understood, in spite of their paramount importance in determining the physical and chemical properties of aqueous interfaces, e.g., those with photo-electrodes in water splitting cells. In particular, the determination of basic properties of liquid water, such as the ionization potential and electron affinity remains challenging, from both theoretical and experimental standpoints.

Photoemission spectroscopy (PES) provides information on the valence band structure of liquid water, while inverse photoemission and the use of excess electrons are valuable probes of conduction band energy levels. As discussed, e.g., in Ref. [208], excess electrons
may be “presolvated” in liquid water, prior to reaching a solvated state following solvent reorganization. It has been suggested [209, 210] that thermal fluctuations of molecular dipole moments may give rise to trap states for presolvated electrons, which are localized below the conduction band minimum (CBM) of neutral liquid water. Thus, understanding the electronic structure of neutral liquid water is also crucial to unravel fundamental processes involving excess electrons, which have been the subject of intense experimental and theoretical studies [208].

One of the first extensive PES studies of the electronic structure of liquid water was conducted by Delahay et al. [211, 212]. The authors showed that close to the threshold energy $E_t$, the photocurrent ($Y$) depends quadratically on the photon energy $E$, i.e., $Y \sim (E - E_t)^2$, consistent with the theoretical predictions of Brodsky et al. [213]. By extrapolating $Y^{0.5}$ to zero, Delahay et al. [211, 212] found $E_t = 10.06$ eV, i.e., the valence band maximum (VBM) lying 10.06 eV below the vacuum level.

The development of the vacuum liquid microjet technique led to great advances in liquid PES, and in the understanding of the electronic structure of liquids and solutions [214, 215]. This approach permits the transfer of electrons to the detector essentially free of collisions with gas-phase water molecules, and thus it provides a more precise measurement of the electronic levels of liquid water. Using microjets, Winter et al. [215] reported $E_t = 9.9$ eV for water at ambient conditions. However, we note that this value was derived from a linear extrapolation of the photocurrent in the proximity of the threshold energy; by employing the power law used in Refs. [211, 212], one would instead obtain $E_t = 9.3$ eV from the same experimental data. This value is $\approx 0.7$ eV smaller than the one previously reported [211, 212], possibly due to a reduction in electron collisions with gas phase water molecules in liquid microjet experiments.

Unlike the VBM position, the CBM of liquid water was inferred only indirectly from solution measurements. Under the assumption that excess electrons are injected into the
water conduction band, photoelectron experiments on electrolytes and photoionization experiments of aqueous solutions led to similar values of $V_0 = -1.2 \text{ eV}$ \cite{216, 217}, i.e., the CBM lying 1.2 eV below the vacuum level. However, we note that excess electrons may initially localize in trap states below the water CBM \cite{209, 210}, and the value $-1.2 \text{ eV}$ might not correspond to the position of the CBM of neutral water. An estimate of $V_0 = -0.74 \text{ eV}$ was given based on thermodynamic considerations \cite{210}. By combining the value of $E_t = 9.3 - 10.06 \text{ eV}$ with $V_0 = -(0.74 - 1.2) \text{ eV}$ one finds a quasiparticle band gap of $E_t - |V_0| = 8.7 \pm 0.6 \text{ eV}$ \cite{210}. Given the large uncertainty in the experimental measurements, theoretical efforts are needed to provide a fundamental understanding of the electronic structure of liquid water.

In this work, we report results for the band gap and band edge positions of liquid water, obtained by combining \textit{ab initio} and classical molecular dynamics (MD) simulations, and electronic structure calculations within many-body perturbation theory (MBPT). We found that the use of MBPT is essential to obtain results in satisfactory agreement with existing measurements. In addition, we analyzed the effect of structural properties on the electronic structure of water, in particular we compared results for the band edge positions obtained with configurations generated by first-principles and classical MD simulations. We note that trap states could be accessed by considering liquid water samples with an explicit excess electron \cite{218}. Since the focus of our work is on the band gap and band edge positions of liquid water, the effect of an excess electron was not considered here.

**5.1.2 Methods**

An accurate determination of the electronic gap and band edge positions of water encompasses several theoretical and computational challenges, in particular: (i) the generation of well equilibrated MD trajectories to obtain structural models of the liquid; and (ii) the calculation of electronic states of models composed of several hundreds of electrons using
advanced electronic structure methods, such as hybrid functionals or many-body perturbation theory, e.g., within the $G_0W_0$ approximation. In particular, calculations at the $G_0W_0$ level of theory are rather demanding from a computational standpoint, and in the case of water they have been mostly limited to 16-molecule samples, and only recently 64-molecule cells were used. In addition, MPBT studies were limited to band gaps and absorption spectra, and band edge calculations have not yet been reported for liquid water.

We carried out Born-Oppenheimer ab initio MD simulations using the Qbox code, with interatomic forces derived from density functional theory (DFT) using the Perdew, Burke, and Ernzerhof (PBE) approximation for the exchange and correlation energy functional. The interaction between valence electrons and ionic cores was represented by norm-conserving pseudopotentials, and the electronic wavefunctions were expanded in a plane-wave basis set truncated at a cutoff energy of 85 Ry. We used a cubic simulation cell containing 64 water molecules at the experimental density and we sampled the Brillouin zone by the Γ-point only. All hydrogen atoms were replaced with deuterium in order to maximize the allowable time step; we adopted a time step of 10 a.u. in all simulations. The equilibration runs were carried out at constant temperature (NVT conditions) with $T=390$ K. The neglect of zero-point motion effects of light nuclei and the use of the PBE approximation are known to yield an overstructured liquid water at ambient conditions, and an elevated simulation temperature of $T\approx400$ K may be used to recover the experimental structure and diffusion coefficients at $T=300$ K. Snapshots employed in $G_0W_0$ calculations were extracted from a 20 ps trajectory obtained with ab initio runs at constant energy (NVE), following the NVT equilibration. Furthermore, to investigate size effects, smaller snapshots with 32 water molecules were also generated with the same simulation protocol.

In addition to configurations obtained from ab initio simulations, we considered snap-
shots of 64 water molecules generated by classical MD with the TIP3P, TIP4P[225] and SPC/E[226] empirical potentials. Classical equilibration runs were carried out at an average temperature of $T = 300$ K, as empirical potentials were designed to reproduce the properties of water at ambient conditions. Snapshots used in $G_0W_0$ calculations were collected from 10 ns NVE simulations.

The quasiparticle energies ($E_{qp}^n$) were calculated at the $G_0W_0$ level of theory [219], as a first order correction to the Kohn-Sham (KS) energies ($\varepsilon_n$):

$$E_{qp}^n = \varepsilon_n + \langle \psi_n | \Sigma_{G_0W_0} (E_{qp}^n) | \psi_n \rangle - \langle \psi_n | V_{xc} | \psi_n \rangle,$$

where $V_{xc}$ is the exchange-correction potential entering the chosen KS Hamiltonian and $\Sigma_{G_0W_0}$ is the self-energy operator, computed from the one particle Green’s function ($G_0$) and the screened Coulomb interaction ($W_0$). We used the method proposed in Refs. [72] and [194], which does not require the explicit calculation of empty electronic orbitals nor the use of a plasmon-pole model [219]; the convergence of the $G_0W_0$ calculation is controlled by only one parameter (in addition to the planewave cutoff), i.e the number of eigenpotentials ($N_{eig}$) used for the spectral decomposition of the dielectric matrix [32, 34]. We used $N_{eig} = 1000$ and we verified that the quasiparticle energies were converged within 0.04 eV. We averaged our results over 10 configurations chosen to be equally spaced in time over a trajectory of 20 ps and of 10 ns for $ab initio$ and classical simulations, respectively.

In addition to the $G_0W_0$ approach, hybrid functionals were also employed to compute the band gap for comparison.

### 5.1.3 Results and Discussion

Fig. 5.1.3 presents the results for the quasiparticle band gap of 64 and 32-molecule configurations generated by $ab initio$ MD, and computed at different levels of theory. The
results appear to be insensitive to the cell size, consistent with previous studies [223, 224]. As expected, the PBE functional greatly underestimates the water band gap; although a substantial improvement on the PBE value, the HSE06 and PBE0 band gaps are still lower than the experimental value by \( \approx 2.7 \text{ eV} \) and \( \approx 2.0 \text{ eV} \), respectively. These inaccuracies can be qualitatively understood in term of average dielectric screening. In the case of a condensed system, the appropriate fraction of exact exchange (\( \alpha \)) entering the definition of a hybrid functional should be approximately proportional to the inverse of the electronic dielectric constant (\( \epsilon_\infty \)) of the material, i.e \( \alpha \approx 1/\epsilon_\infty \) [227]. For the PBE0 and HSE06 functionals, \( 1/\alpha = 4 \), a value substantially different from \( \epsilon_\infty = 1.7 - 1.8 \) [221], hence the gap is underestimated when using these functionals. The best agreement with experiment was obtained using MBPT, yielding a band gap of \( 8.1 \pm 0.2 \text{ eV} \).

In order to evaluate the band edge positions of the liquid with respect to vacuum (\( \text{VBM}^{\text{vac}} \) and \( \text{CBM}^{\text{vac}} \)), we adopted a two-step procedure: (i) we computed the band edge positions (\( \text{VBM}^{\text{bulk}} \), \( \text{CBM}^{\text{bulk}} \)), including \( G_0W_0 \) corrections (\( \Delta E^{\text{VBM}} \), \( \Delta E^{\text{CBM}} \)), with respect to the average electrostatic potential of a bulk model; (ii) we computed the relative
average electrostatic potential ($\Delta V$) of the bulk and vacuum regions, by employing water slabs in contact with a vacuum region. The values $\text{VBM}^{\text{vac}}$ and $\text{CBM}^{\text{vac}}$ are then given by:

$$\begin{align*}
\text{VBM}^{\text{vac}} &= \text{VBM}^{\text{bulk}} + \Delta E^{\text{VBM}} + \Delta V \\
\text{CBM}^{\text{vac}} &= \text{CBM}^{\text{bulk}} + \Delta E^{\text{CBM}} + \Delta V.
\end{align*} \tag{5.1.2}$$

Step (i) was carried out using bulk models generated by ab initio simulations and, for comparison, by classical MD simulations. The calculation of $\Delta V$ involves the generation of MD trajectories of water slabs in contact with a relatively thick vacuum region, which are computationally expensive to obtain from ab initio simulations. To reduce the computational cost, we generated water slabs using classical potentials (TIP3P, TIP4P and SPC/E) and we explored the possibility of computing $\Delta V$ for configurations extracted from classical MD trajectories. Our models consisted of 108 water molecules in contact with a vacuum region of $\approx 60 \, \text{Å}$ in a supercell of dimensions of $L_x = L_y = 12.77 \, \text{Å}$ and $L_z = 80.0 \, \text{Å}$; the simulations were performed at 300 K for a total simulation time of $\approx 10 \, \text{ns}$. The value of $\Delta V$ was computed as the difference in the average electrostatic potential $\overline{V}(z)$ between the region where the liquid is present and the vacuum region:

$$\overline{V}(z) = \langle \int \int dx dy V(x, y, z)/A \rangle,$$ \tag{5.1.3}

where $A$ is the surface area of the water slab and $z$ is the direction perpendicular to the water/vacuum interface. For each simulation, we used 50 configurations to evaluate $\overline{V}(z)$, chosen to be equally spaced in time over a trajectory of 10 ns.

Fig. 5.1.3 shows the $\overline{V}(z)$ of three different water slabs generated using TIP3P, TIP4P and SPC/E potentials. We found that the value of $\Delta V$ is insensitive to the choice of the classical potentials, yielding a value of $3.7 \pm 0.05 \, \text{eV}$, in good agreement with that
Figure 5.1.2: Planar average of the electrostatic potential ($\bar{V}(z)$) along the z-direction of water slab models generated using different classical potentials (TIP3P, TIP4P and SPC/E). The vacuum level is set at zero. The corresponding average values of the relative average electrostatic potential ($\Delta V$) of the bulk and vacuum regions are presented, with an average fluctuation of $\approx 0.1$ eV in all cases. The same quantity computed for an ice Ih slab is shown for comparison.

reported in Ref. [228] ($\Delta V = 3.63$ eV) for a SPC/E water slab. We also computed $\Delta V$ for an ice Ih slab generated in an ab initio simulation at 150 K [156], and we obtained a slightly lower value of $\Delta V = 3.6$ eV. The weak sensitivity of $\Delta V$ to the force field is an important result from the computational standpoint, as it avoids the need to carry out full equilibrations of water slabs using ab initio simulations. In the following, we used the average value $\Delta V = 3.7$ eV for the evaluation of the positions of the VBM and CBM reported in Table 5.1 and Fig. 5.1.3.

While the average electrostatic potential entering Eq. 5.1.2 is fairly insensitive to the empirical potentials employed, we found that the electronic band gap shows a more complex variability. Table 5.1 shows results for the band gap and band edge positions of liquid water, computed at the PBE and $G_0W_0$ levels of theory for snapshots generated by classical and ab initio simulations. While TIP3P and TIP4P configurations yield band gaps in good agreement with that obtained with ab initio configurations, SPC/E water models exhibit a smaller ($0.3 - 0.5$ eV) band gap at both the PBE and $G_0W_0$ levels of theory. In particular, the $G_0W_0$ band gap of the SPC/E model shows the largest deviation
Table 5.1: Positions of the valence band maximum (VBM) and conduction band minimum (CBM) of liquid water with respect to the vacuum level, computed at the PBE and $G_0W_0$ levels of theory for configurations obtained from first-principles (PBE) and classical (SPC/E, TIP3P and TIP4P) MD simulations. Experimental results for the VBM are $-10.06$ eV [211, 212], $-9.9$ eV [215], and $-9.3$ eV as inferred from the experimental results reported in Ref. [215]. The experimental results for the CBM are $-1.2$ eV [216, 217] and $-0.74$ eV [210].

<table>
<thead>
<tr>
<th></th>
<th>SPC/E</th>
<th>TIP3P</th>
<th>TIP4P</th>
<th>PBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBM</td>
<td>$-5.9 \pm 0.1$</td>
<td>$-6.1 \pm 0.1$</td>
<td>$-6.1 \pm 0.2$</td>
<td>$-6.1 \pm 0.1$</td>
</tr>
<tr>
<td>CBM</td>
<td>$-2.2$</td>
<td>$-2.0$</td>
<td>$-2.0$</td>
<td>$-1.9$</td>
</tr>
<tr>
<td>Band gap</td>
<td>$3.7 \pm 0.1$</td>
<td>$4.1 \pm 0.1$</td>
<td>$4.1 \pm 0.2$</td>
<td>$4.2 \pm 0.1$</td>
</tr>
<tr>
<td>$G_0W_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>$-8.7 \pm 0.2$</td>
<td>$-9.0 \pm 0.2$</td>
<td>$-9.0 \pm 0.2$</td>
<td>$-8.8 \pm 0.2$</td>
</tr>
<tr>
<td>CBM</td>
<td>$-0.9$</td>
<td>$-0.7$</td>
<td>$-0.7$</td>
<td>$-0.7$</td>
</tr>
<tr>
<td>Band gap</td>
<td>$7.8 \pm 0.2$</td>
<td>$8.3 \pm 0.2$</td>
<td>$8.3 \pm 0.2$</td>
<td>$8.1 \pm 0.2$</td>
</tr>
</tbody>
</table>

Figure 5.1.3: Positions of the valence band maximum (thick red lines) and conduction band minimum (thick blue lines) of liquid water with respect to the vacuum level computed at the PBE (middle panel) and $G_0W_0$ (right panel) levels of electronic structure theory (see Table 5.1), compared to experiments [211, 212, 215, 216, 217, 210] (left panel). The vacuum level, reduction and oxidation potentials of water [229] are indicated by the dashed black, green and magenta lines, respectively. We show values obtained using water configurations extracted from first-principles (PBE) and classical (SPC/E, TIP3P and TIP4P) MD simulations.
from experimental values.

To understand why SPC/E water configurations exhibit the smallest band gap of all models, we investigated further how the liquid structure affects the calculated electronic gap. When the OH bond length of the SPC/E model was decreased from the original value of 1.0 Å to 0.957 Å (i.e. the OH bond length in the TIP3P and TIP4P water models), the PBE band gap of SPC/E water snapshots increased to 4.0±0.2 eV, in agreement with values obtained for TIP3P and TIP4P configurations. We found similar results for the isolated water molecule, for which the computed HOMO-LUMO gap decreased by ≈0.23 eV when the OH bond length increased from 0.957 Å to 1.0 Å. These results indicate that the effect of the intra-molecular structure on the liquid band gap is not negligible (of the order of 0.3−0.5 eV).

The temperature and water density used to generate configurations in MD simulations also affects the calculated gap. For example, the PBE band gap of configurations generated by \textit{ab initio} MD simulations slightly increases with decreasing temperature (4.2±0.1 eV at 390 K and 4.5±0.1 eV at 317 K for configurations at the experimental density of 1.1 g/cm$^3$) and with increasing density (3.9±0.1 eV at 0.85 g/cm$^3$ and 4.2±0.1 eV at 1.1 g/cm$^3$ for configurations generated at T=390 K). Our calculations thus indicate that the overall variation in the band gap of the liquid may be as large as 0.7 eV, depending on the level of theory, and on the specific thermodynamic conditions used to generate liquid water configurations.

We now turn to the comparison of the computed band edge positions with experimental results. Similar to the band gap, the band edge positions obtained with TIP3P, TIP4P and \textit{ab initio} configurations are in agreement within 0.2 eV. In the following we focus on the results computed for configurations obtained from \textit{ab initio} simulations.

As shown in Table 5.1, the positions of the VBM and CBM predicted by the PBE functional severely deviate from experiment [230], in particular the VBM position is
qualitatively incorrect, as it lies only $\approx 0.5$ eV below the experimental water oxidation potential. Instead, a satisfactory agreement is obtained when the $G_0W_0$ approach is employed. When compared to the value reported by Winter et al. [215], the position of the VBM computed by MBPT for ab initio configurations is still $\approx 1.1$ eV too high. As discussed in the introduction, if a power law of the type $Y \sim (E - E_t)^2$ were used to describe the photocurrent in the region near the threshold energy, a value of $E_t = 9.3$ eV would be obtained. Using this value for the threshold energy, the agreement between our theoretical results and experiment is within 0.5 eV for the position of the VBM (see Table 5.1). Since $G_0W_0$ calculations probe the photocurrent onset, i.e. the very top of the valence band, the value $E_t = 9.3$ eV appears to be appropriate for a comparison with our results. The remaining discrepancy with experiments may stem from experimental conditions, e.g., possible electrokinetic charging effects in the experiments [231, 232] that are not present in the calculations. Discrepancies could also be due to the neglect of off-diagonal matrix elements in the self-energy and the use of approximate PBE wavefunctions as input in $G_0W_0$ calculations. In particular, it was shown that by taking into account off-diagonal matrix elements of the self-energy [233] or by using PBE0 wavefunctions as input [56], the value of the HOMO of an isolated water molecule decreases by $\approx 0.3 - 0.4$ eV compared to the one obtained with PBE wavefunctions, resulting in a better agreement with experiment.

While the use of PBE0 wavefunctions may affect the valence band position obtained with $G_0W_0$, we expect that the CBM position would be weakly modified by the use of PBE0, as the LUMO of water is a delocalized state. In particular, the IPR (inverse participation ratio) ratio between HOMO and LUMO wavefunctions of ab initio water configurations is $\approx 210$. The IPR of a wavefunction $\psi$ is defined as:

\[ IPR = \frac{1}{N} \sum_{i=1}^{N} |\psi(r_i)|^4 / \left[ \frac{1}{N} \sum_{i=1}^{N} |\psi(r_i)|^2 \right]^2, \quad (5.1.4) \]
where $N$ is the number of points in the real-space grid used to represent the wavefunction. An IPR value of 1 indicates that the wavefunction is completely delocalized and the value increases from 1 with the localization of the wavefunction. Therefore we consider our result for the position of the CBM, $-0.7$ eV, to be in reasonable agreement with the $-0.74$ eV estimate proposed in Ref. [210]. We suggest that experimental results putting the CBM at $-1.2$ eV may possibly be probing presolvated electron states and not the CBM of the neutral liquid.

5.1.4 Summary

In summary, we reported the first theoretical determination of the positions of the VBM and CBM of liquid water using many-body perturbation theory coupled with \textit{ab initio} MD simulations, and we presented a comprehensive analysis of the effect of structural models on the electronic properties of the liquid. We showed that the positions of the VBM and CBM predicted by DFT with a semi-local density functional are qualitatively incorrect, and the use of MBPT is crucial to obtain (semi)-quantitative agreement with experiments. We found that intramolecular structural effects and variation of temperature and pressure close to ambient conditions may lead to variations of the water band gap of 0.3–0.7 eV. We also showed that the structure of water slabs, used to compute the position of the vacuum level, may be conveniently generated using classical force fields, in particular the TIP3P and TIP4P empirical potentials, thus leading to substantial computational savings. Our interpretation of experiments, especially the position of the CBM, and our assessment of the level of theory necessary to describe the electronic properties of water, represent an important step towards building a robust computational scheme to investigate the electronic structure of aqueous interfaces, and the position of the water redox potential relative to the band edges of semiconductors and insulators.
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5.2 Electronic structure the solvated chloride anion

5.2.1 Introduction

Aqueous solutions of simple salts such as alkali halides and common acids such as sulfates, are of great interest in electrochemistry [234, 235] and atmospheric chemistry [236]. Much progress was made in recent years in the microscopic description of simple aqueous solutions, including the determination of the structure of the solvation shells of cations and anions [237, 238, 236, 239, 240, 234, 235, 241] and of their vibrational properties [242, 243, 244, 245, 246, 247].

On the other hand, electronic structure studies are still limited. Experimentally, recent developments in liquid microjet techniques [248, 249] enabled the measurement of photoelectrons emitted directly from the liquid solutions and constituted a fundamental step forward in understanding the electronic properties of aqueous solutions. From a theoretical standpoint, only few interpretations or predictions [248, 250, 251, 252, 253] of photoelectron spectra appeared in the literature; indeed the microscopic description of aqueous solutions from first principles remains a challenging task, both from a theoretical and computational standpoint, and especially so in the case of anions, whose electronic structure is in general more complex than that of cations [254, 240, 255].

In this work, we consider a chloride anion in aqueous solution and report an analysis of its electronic properties based on first principles molecular dynamics (MD), using several levels of theory; these include semi-local (PBE [256, 257]) and hybrid (PBE0 [258]) functionals and many body perturbation theory (MBPT) [10] within the $G_0W_0$ approximation [8, 72]. To the best of our knowledge, these are the first calculations of the electronic properties of a solvated ion in water using ab initio MD with hybrid functionals and MBPT. By comparing trajectories obtained with the PBE and the PBE0 functionals, we first identified differences between the structural properties provided by the two
levels of theory, which mainly stem from the average orientation of water molecules in the first anion solvation shell. We then studied how these differences impact the electronic properties of the solution, especially the energy difference between the highest occupied molecular orbital (HOMO) of the anion and the valence band maximum (VBM) of water. We first briefly describe the theoretical and computational methods used in our study, and then discuss our results and compare them with recent photoelectron spectra [248].

5.2.2 Methods

We performed first principles MD simulations of a chloride anion in water using the gradient-corrected PBE functional [256, 257] and the PBE0 hybrid functional [258]. We used supercells containing one chloride ion and 63 D$_2$O molecules, corresponding to a 0.87 M concentration. The density was fixed at the experimental value of D$_2$O at ambient conditions, and we then removed one water molecule and added one chloride ion. Our calculations were carried out with the Qbox code [89]. We adopted plane wave basis sets and norm-conserving pseudopotentials [259] with a kinetic energy cutoff of 85 Ry. Simulations were carried out in the NVE ensemble with a time step of 10 a.u., within a Born-Oppenheimer framework. After the solution was equilibrated for $\sim$5 ps with either the PBE or the PBE0 functional, the PBE trajectories were collected for 20 ps at an average temperature of 388±19 K, and the PBE0 ones were collected for $\sim$6 ps with an average temperature of 379±18 K. We chose a temperature higher than 300 K due to the tendency of liquid water to be overstructured at ambient conditions, when using semi-local [223] and some hybrid functionals [261]. The electronic contributions to the molecular dipole moment were computed using maximally localized Wannier Functions (MLWFs), evaluated at each MD step with the algorithm proposed in Ref. [262]. Electronic structure calculations were carried out at three different levels of theory, using the PBE and PBE0 functionals and within the $G_0W_0$ approximation [8] with the method
recently developed in Ref. [72, 194], which allowed us to perform calculations for relatively large supercells for several snapshots. In the following, we denote the results of electronic structure calculations using the PBE (PBE0) functionals and PBE0 (PBE) trajectories, as PBE/PBE0 (PBE0/PBE) calculations.

5.2.3 Results and Discussion

We discuss the electronic structure of the solvated chloride anion, and we show how the subtle structural differences between the PBE and PBE0 results observed in our simulations influence the electronic properties of the system. The computed band gap of the solution is 6.55±0.18 eV and 4.18±0.18 eV, in our PBE0/PBE0 and PBE/PBE calculations, respectively. The values were obtained as averages over eight and fifteen configurations extracted from the respective trajectories, and are consistent with previous calculations using smaller cells with 32 water molecules [261]. (As we will discuss below, in our calculations the difference between the band gap of the Cl− solution and of pure water is at most 0.3 eV). Although a substantial improvement on the PBE result, the PBE0 gap underestimates the value of the quasi particle gap obtained by photoemission experiments (8.7±0.5 eV [263]), and by $GW$ calculations (8.1±0.2 eV [261] and 8.7 eV [220, 221]). We note that within statistical errors, we obtained the same value of the gap (6.58±0.21 eV) in PBE0/PBE calculations. This result indicates that the value of the electronic gap of the pristine liquid is not sensitive to the details of the atomic structure and the differences in hydrogen bonding configurations found between PBE and PBE0 samples [261].

On the contrary, we found that the electronic structure of the solvated anion is sensitive to the structural properties of the solution: in particular, the position of the HOMO of the anion with respect to the VBM of water is qualitatively different when using PBE and PBE0 trajectories. It is only when the PBE0 functional is adopted to describe both the trajectories and the electronic structure of the solvated Cl− that we obtain a HOMO
Figure 5.2.1: Top five valence bands of a 0.87 M solution of Cl\(^-\) in water calculated with the PBE0 and PBE functionals on a ~6 ps PBE0 trajectory. The assignment was made based on the localization of the corresponding maximally localized Wannier Functions (MLWFs).

Figure 5.2.2: Top five valence bands computed with the PBE0 and PBE functionals on a 20 ps PBE trajectory. Red squares and black dots represent states assigned to the anion and to water, respectively. The assignment was made based on the localization of the corresponding maximally localized Wannier Functions (MLWFs).
level of the anion on average above the VBM of the liquid. At the PBE level of theory, irrespective of the trajectories used, the HOMO of the anion is below the VBM of water. In PBE0/PBE simulations, the Cl\(^-\) HOMO moves slightly upward but not enough to be above the water VBM. These findings are illustrated in Fig. 5.2.1 and Fig. 5.2.2 where we report the five topmost energy levels of the solutions, obtained from PBE0/PBE0 and PBE/PBE0 simulations (left panels) and PBE0/PBE and PBE/PBE simulations (right panels). The energy levels were classified as belonging to water (black circles) or the anion (red squares) based on the analysis of the localization of the square moduli of MLWFs. We note that, in general the single particle states are more delocalized at the PBE level than at the PBE0 level of theory, as illustrated in Fig. S1. This result is consistent with other reports appeared in the literature on Cl\(^-\)/H\(_2\)O clusters \[254\] and shows that the PBE0 functional at least partially corrects the delocalization error of the semi-local PBE description.

We also carried out MBPT calculations, within the \(G_0W_0\) approximation, for snapshots extracted from PBE0 trajectories, starting from PBE wavefunctions. We used the techniques proposed in Ref. \[72, 194\] with 1000 eigenpotentials for the spectral decomposition of the dielectric matrix and the same kinetic energy cutoff as that adopted for the solution of the Kohn-Sham equations (85 Ry). Table SI reports the energy difference between the Cl\(^-\) HOMO and the VBM of water for eight snapshots as obtained with PBE, PBE0 and \(G_0W_0\) calculations. Fig. 5.2.3 reports the top five uppermost valence band eigenvalues as computed within \(G_0W_0\). Although the use of MBPT significantly improves on the PBE results, it does not suffice to bring the Cl\(^-\) HOMO significantly above the water valence band.

The results on the electronic structure of the anion obtained at the PBE0 and \(G_0W_0\) levels of theory are in qualitative agreement with experiment, however, the energy difference between the Cl\(^-\) HOMO and the VBM of water (\(\sim 0.23\) eV within PBE0 and \(\sim 0.08\)
Figure 5.2.3: Top five valence bands of a 0.87 M solution of Cl\(^{-}\) in water calculated using \(G_0W_0\) corrections of PBE eigenvalues for snapshots extracted from a \(\sim6\) ps PBE0 trajectory. Red squares and black dots represent states assigned to the anion and to water, respectively. The assignment was made based on the localization of the corresponding maximally localized Wannier Functions (MLWFs).

eV within \(G_0W_0\) is an underestimate of the experimental value. The measured electron binding energy of a 3 M chloride solution and water are 9.6\(\pm0.07\) \cite{248} and 11.16\(\pm0.04\) eV \cite{215}, respectively, and the experimental values of the threshold energy of photoelectron emission spectra are 8.81 and 10.06 eV \cite{212} for a 2 M chloride solution and liquid water, respectively. This indicates that the HOMO of Cl\(^{-}\) is located about 1.25–1.56 eV above the VBM of water. We note that the comparison between our calculations and the experiments of Ref. \cite{248} is not straightforward. The photoemission spectra of water and those of NaCl in water reported by Winter et al. \cite{248} show a considerable overlap of the bands of the solution and of pristine water below 10 eV and the onset of the NaCl aqueous solution spectrum is not easy to detect. A weak shoulder is present between 8.8 and 9.6 eV (see Fig. 1 of Ref. \cite{248}). Most importantly, as pointed out in Ref. \cite{248}, the spectra of the solution may have contributions from both bulk and surface anions. The structural and electronic properties of the latter differ from those of the bulk anions, and Cl\(^{-}\) anions are known to preferably reside at the surface \cite{265, 266, 267, 268}. Hence the signal detected experimentally may have an overall significant component originating...
from surface anions. Finally, we note that the concentration of the solution simulated here (∼0.87 M) is lower than those studied experimentally (2 M [269, 212] and 3M [248]) and the concentration difference may also be partially responsible for the discrepancy with the photoelectron detachment measurements.

5.2.4 Summary

In summary, we presented a study of the electronic properties of the solvated chloride anion using first principles MD and both semi-local (PBE) and hybrid (PBE0) functionals. We showed that it is only when using both PBE0 trajectories and the PBE0 functional to compute electronic properties that the HOMO of the anion is found above the VBM of water. This finding is consistent with photoelectron detachment measurements, although our results underestimate the energy difference between the HOMO of the chloride ion and the VBM of water found experimentally. Work is in progress to investigate the contribution of surface anions to the signals detected in photodetachment experiments, and to explore possible ways to improve on MBPT calculations of aqueous solutions.
Chapter 6

Electronic properties of semiconductors interfaced with liquid water

6.1 Introduction

The photocatalysis of water splitting is a promising way to capture and store solar energy, and is an active research field. In photoelectrochemical cells (PCE), one directly harvests photons to create electron-hole pairs in semiconductor materials and uses these charge carriers in photoelectrochemical reactions to turn water into hydrogen and oxygen, which later may be used as chemical fuels.

The simplest way to construct a PEC cell is to use a single semiconductor material with appropriate band gap and band edge positions \([207]\). In this case, the optimum value of the solid band gap should be larger than 1.9 eV, a value determined by the energy necessary to split water plus the thermodynamic losses and the overpotential, and smaller than 3.1 eV to fall within the visible range of the solar spectrum \([10]\). In addition, the semiconductor’s
valence band maximum (VBM) and conduction band minimum (CBM) must straddle the water redox potentials to ensure the reactions will be thermodynamically accessible upon photon absorption.

Alternatively, a potentially more efficient design of PEC is based on two semiconductor-liquid junctions: a n-type semiconductor for the photoanode where water oxidation occurs, and a p-type one for the photocathode where water reduction takes place \cite{207, 270}. Each semiconductor provides part of the water splitting potential, and thus semiconductors with smaller band gaps which absorb visible light more efficiently can be utilized to improve the overall conversion efficiency of the device. In this scheme, the thermodynamic constraints are that the CBM of the photocathode must be higher than the water reduction potential $\text{H}^+ / \text{H}_2\text{O}$, and the VBM of the photoanode lower than the water oxidation potential $\text{O}_2 / \text{H}_2\text{O}$, on an absolute scale. Therefore, irrespective of the chosen scheme to build PEC cell, one of the most important information that makes a semiconductor a possible candidate for water splitting is the alignment between its band edge positions and water redox potentials.

From a theoretical point of view, an accurate determination of the alignment between photoelectrodes band edges and water redox potentials requires explicit calculations of the electronic properties of semiconductor-liquid interfaces. This remains a challenging task, as it requires: (i) the generation of molecular dynamics trajectories to obtain structural models of the interfaces; and (ii) the calculation of electronic states of models composed of several hundreds of electrons using advanced electronic structure methods, such as density functional theory (DFT) with hybrid functionals \cite{271} or many-body perturbation theory, e.g., within the $GW$ approximation \cite{11}. In particular, $GW$ calculations are rather demanding from a computational standpoint, although they are now feasible for systems containing several hundreds of electrons \cite{72, 194}. Due to these difficulties, calculations of the alignment between photoelectrode band edges and water redox potentials usually
involve several approximations as we discuss below.

Most computational approaches to align semiconductor band edges and water redox potentials neglect the effects of the liquid \[272, 273, 274, 275\]. Band edge positions of a semiconductor in vacuum are computed and aligned to the experimental values \[276\] of water redox potentials obtained on the absolute scale. The neglect of solid-liquid interfaces allows one to use relatively small supercells, for which a high level of theory, e.g. the \(GW\) approximation, may be employed to overcome DFT errors on band gaps and band edge positions. This computational procedure has been adopted to investigate numerous candidate materials for water splitting, including transition metal oxides (MnO, FeO, Fe\(_2\)O\(_3\), NiO, Cu\(_2\)O) \[272\] and single layer transition metal dichalcogenides MX\(_2\) \[273, 274\]. An additional assumption which is usually made is that the band gap centers (BGC) computed at the DFT and \(GW\) levels of theory are the same, thus further reducing the computational cost of \(GW\) calculations, as the absolute values of quasiparticle energies converge much slower than the value of the quasiparticle band gap \[272, 273, 274\].

An approach similar to that of Ref. \[272, 273, 274\] was recently employed to compute band edge positions of a set of 17 materials (both n-type and p-type) of interest for water splitting \[275\]. To address the effect of liquid water, the authors compared the band edges computed for the materials in vacuum with those measured electrochemically at the point of zero charge (PZC), and suggested that taking into account the interaction with water molecules at interfaces would shift the computed band edges closer to the vacuum level by approximately 0.5 eV, on average. Interestingly, the authors did not resort to the BGC approximation and in fact concluded that such an approximation does not hold for either semiconductors or insulating transition metal oxides.

Calculations of semiconductors band edge alignment with water redox potentials for explicit semiconductor-liquid interfaces have so far been rather sparse. Band edge positions of TiO\(_2\) relative to the normal hydrogen electrode potential were computed in
Ref. [277] using the solvation energy of the H$^+$ ion as reference. Although the semiconductor-liquid interface was treated explicitly, the electronic properties were obtained using DFT with a semilocal density functional, which yielded substantial errors on the band positions, when compared to experimental values (errors of 0.4 eV and 1.6 eV for the CBM and VBM, respectively). Similar to Ref. [275], the authors also showed that the interaction with water brings the TiO$_2$ band edge positions closer to the vacuum level, but with a significantly larger shift ($\approx$2.0 eV).

Explicit calculations for semiconductor-liquid interfaces were also reported in Ref. [278] for six photocatalyst materials (TiO$_2$, WO$_3$, CdS, ZnSe, GaAs and GaP). The authors computed the band alignment of these systems with the LUMO level of the H$_3$O$^+$ ion in a sample of liquid water in contact with the semiconductor, at the DFT level, assuming cancellation of errors would occur between the values obtained for the band positions and the hydronium ion level. Computational procedures to generate interfacial models were not discussed in Ref. [278]. As pointed out later in our our, details of surface structures may significantly affect the semiconductor band edge positions and their alignment with water redox potentials.

The purpose of this work is to present a general computational framework for the calculation of band edge positions of a photoelectrode in liquid water, and their alignment with water redox potentials. Our computational framework includes the effects of the liquid and solid surface structures and hence of the interface, as our samples are generated using *ab initio* molecular dynamics; in addition we employ many-body GW calculations for the electronic properties of semiconductor-liquid interfaces. We applied our approach to the calculations of the band edges of functionalized Si(111) surfaces, which have been used as a p-type photoelectrode material for water splitting [207]. In particular we considered three hydrophobic (H$^-$, CH$_3^-$, CF$_3^-$-terminated) and one hydrophilic (COOH$^-$-terminated) Si(111) substrates.
In agreement with Ref. [279], our results, obtained with a slightly different methodology, showed that surface terminations strongly influence the electronic structure of the solid, i.e., the band edge positions of the Si(111) surface may vary as much as 1.5 eV as a function of the surface termination. Our findings thus confirm those of Ref. [279] indicating that the band edges alignment with water redox potential may be achieved by engineering the surface termination of the semiconductors.

For the three hydrophobic H\(^-\), CH\(_3\)\(^-\) and CF\(_3\)\(^-\) terminated Si(111) surfaces, we found that the effect of liquid water on the calculated energy alignment is similar and within 0.5 eV; thus in materials screening studies, trends between different systems with hydrophobic terminations may be determined without explicit consideration of liquid water, if an accuracy less than 0.5 eV is acceptable. In contrast, the effect of water presence is significant for the case of hydrophilic COOH\(^-\) terminated Si(111) surfaces, and the use of a simple computational scheme neglecting water may lead to substantial errors.

The rest of the chapter is organized as follows. In section 6.2 we discuss a general approach to evaluate band edge positions of semiconductor-liquid water interfaces and computational details. In section 6.3 we present results for Si(111)-water interfaces and we discuss the effect of water and surface structures on the solid band edges. Conclusions and outlook are presented in section 6.4.

### 6.2 Calculations of Semiconductor Band Edges

In this section, we first briefly summarize the approach to compute band edge positions of a semiconductor in vacuum, widely employed in, e.g., Ref. [272, 273, 274, 275]. We then propose a scheme to compute these quantities for semiconductors in the presence of liquid water. Results obtained with the former approach may be compared with photoemission measurements, while those obtained with the latter are to be compared to electrochemical measurements. We also give computational details.
Calculations of the VBM and CBM positions of a semiconductor in vacuum are relatively straightforward to carry out, following two separate steps as shown in Fig. 6.2.1. In the first step, band edge positions with many-body corrections are computed with respect to the average electrostatic potentials of the corresponding bulk system. The second step involves the evaluation of the average electrostatic potential of the bulk semiconductor relative to vacuum by employing a slab model with a specific surface structure in contact with an appropriately thick vacuum region. The band edge positions relative to the vacuum level, i.e., band edge positions on an absolute scale, are then computed as:

\[
\begin{align*}
\text{VBM} &= \text{VBM}_{\text{DFT}}^{\text{semi.}} + \Delta \text{VBM}_{\text{semi.}} + \Delta V_{\text{vac.}}^{\text{bulk}} \\
\text{CBM} &= \text{CBM}_{\text{DFT}}^{\text{semi.}} + \Delta \text{CBM}_{\text{semi.}} + \Delta V_{\text{vac.}}^{\text{bulk}},
\end{align*}
\]

(6.2.1)

where \(\text{VBM}_{\text{DFT}}^{\text{semi.}}\) and \(\text{CBM}_{\text{DFT}}^{\text{semi.}}\) are band edge positions computed at the DFT level of theory with respect to the average electrostatic potential of the bulk semiconductor in a periodic supercell; \(\Delta \text{V(C)BM}_{\text{semi.}}\) are many-body corrections to the bulk semiconductor
Figure 6.2.2: A computational approach (scheme II) to compute band edge positions of a semiconductor in the presence of liquid water: VBO and CBO are valence and conduction band offsets between liquid water and a semiconductor, respectively; VBM\textsuperscript{wat} and CBM\textsuperscript{wat} are band edges of liquid water relative to vacuum. Theoretical results correspond to electrochemical measurements.

band edges, obtained at the $G_0W_0$ level of theory. The relative electrostatic potential of the semiconductor relative to vacuum, $\Delta V^\text{vac}_{\text{bulk}} = V_{\text{vac}} - V_{\text{bulk}}$, is computed within DFT, since in our $GW$ calculations only eigenvalue corrections are computed, without updating the wavefunctions self-consistently ($G_0W_0$ approximation).

The VBM and CBM obtained from Eq. 6.2.1 correspond to the ionization potential (IP) and electron affinity (EA) of the semiconductor measured in photoemission experiments, in the absence of water.

In contrast, band edge positions measured in electrochemical experiments on an absolute scale provide energies relative to a point in the vacuum just outside the solution [276, 280, 230]. A computational framework to compute these band edge positions is outlined in Fig. 6.2.2 and it involves two steps: (i) calculation of the band offset between liquid water and the semiconductor with a chosen specific surface structure; and (ii) calculation of band edge positions of liquid water relative to vacuum.

The latter (step 2 of Fig. 6.2.2) were computed in Ref. 264 using many-body perturbation theory within the $G_0W_0$ approximation. Calculated positions of the VBM and CBM of liquid water are 8.8 eV and 0.7 eV below the vacuum level, in qualitative good
agreement with the experimental values of 9.3-9.9 eV and 0.74-1.2 eV \[210\], respectively. Thus, we are left with the task to carry out band offset calculations at the semiconductor-liquid interface (step 1 of Fig. 6.2.2), which we performed using a bulk-plus-line up procedure \[281\] that contains two terms, i.e., the bulk band positions, V(C)BM_{\text{semi.}}^{\text{wat.}}, and the line up term $\Delta V$:

\[
\begin{align*}
\text{VBO} &= \text{VBM}_{\text{semi.}} - \text{VBM}_{\text{wat.}} - \Delta V, \\
\text{CBO} &= \text{CBM}_{\text{semi.}} - \text{CBM}_{\text{wat.}} - \Delta V.
\end{align*}
\]

Here $V(C)BM_{\text{semi.}}^{\text{wat.}}$ are band edge positions of semiconductor and liquid water with respect to the average electrostatic potentials of the corresponding bulk systems, while $\Delta V$ is the discontinuity of the average electrostatic potential across the semiconductor-liquid interfaces. The line up term $\Delta V$ is computed within DFT for the whole interface containing the semiconductor and water; to correct the DFT errors on band offsets, we included $G_0W_0$ corrections obtained from bulk calculations on VBM and CBM eigenvalues, following the scheme described in Ref. \[282\].

### 6.3 Application to Si(111) surfaces

#### 6.3.1 Computational Details

Calculations of IPs and EAs of the functionalized Si(111) surfaces in vacuum were performed using scheme I (Fig. 6.2.1). We considered the H–terminated Si(111) surface, which has been extensively studied by experiments \[283\] \[284\], and additionally, the CH$_3$–, CF$_3$– and COOH–terminated Si(111) surfaces, as chemically stable Si-C bonds were shown to passivate Si surfaces both electrically and chemically while allowing for secondary functionalization \[285\] \[286\] \[287\] \[288\]. For all surfaces we used full adsor-
bate coverage; we note that experimentally, the maximum coverage obtained for the COOH–terminated Si(111) surface is \( \approx 0.5 \) \cite{289}, with the rest of the surface Si bonds terminated by H atoms; hence the results presented here for the relative position of band edges and water redox potentials represent a model hydrophilic surface. For Si we used a lattice constant of \( a = 5.48 \) Å, obtained at the DFT/PBE level of theory, to model the bulk and slabs. All DFT calculations were performed with the PBE approximation for the exchange and correlation functional \cite{7}, and the interaction between valence electrons and ionic cores was represented by norm-conserving pseudopotentials. We used a kinetic energy cutoff of 85 Ry to represent wavefunctions.

Band edge positions of functionalized Si(111) surfaces in water were computed using scheme II (Fig. \[6.2.2\]). For each solid/liquid interface, we carried out Car-Parrinello \textit{ab initio} MD simulations with interatomic forces derived from DFT/PBE and we obtained trajectories over \( \approx 30 \) ps. We used ultrasoft pseudopotentials and the electronic wavefunctions and charge densities were expanded in a plane-wave basis set truncated at a cutoff energy of 25 Ry and 180 Ry, respectively. We used an effective electronic mass of \( \mu = 340 \) a.u. which was shown to be an appropriate value when investigating the structural properties of the liquid at ambient conditions \cite{223, 224}. In all simulations we used 108 heavy water molecules in order to maximize the allowable time step, which was chosen equal to 3 a.u. A six-layer slab of 72 Si atoms at the equilibrium volume was used to model the surface with periodic boundary conditions. All MD simulations were performed with the Quantum-ESPRESSO code \cite{145}.

First-principles simulations were carried out at constant temperature (NVT conditions) with \( T= 375 \) K. The neglect of quantum zero-point effects \cite{125} of light nuclei and the use of the PBE approximation were shown to yield an overstructured liquid in \textit{ab initio} simulations of water, and an elevated simulation temperature of \( T\approx 400 \) K is necessary to recover the experimental structure and diffusion coefficients at \( T= 300 \) K \cite{223, 224}.  
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Snapshots used in the band offset calculations were extracted every $\approx 0.5$ ps from the NVT simulations; we averaged our results over $\approx 30$ snapshots. Calculations of the electronic properties were then carried out using the same norm-conserving pseudopotentials as in the calculations for Si(111) surfaces in vacuum. Further information on the structural and dynamical properties of liquid water at the surfaces studied here were discussed in Ref. [290].

Calculations of many-body corrections were carried out within the $G_0W_0$ approximation, using a spectral decompostions of the dielectric matrix [72, 194]. Corrections to the band edges of bulk Si and liquid water were obtained from Ref. [291] and Ref. [264], respectively.

### 6.3.2 Results and Discussions

We first present our results for IPs and EAs of different Si(111) surfaces in vacuum, and compare them with photoemission experiments. We then present our calculations of the band edge positions of Si(111) surfaces in liquid water and we discuss the effect of surface structure and the presence of the liquid on the computed band edge positions.

#### Ionization Potentials and Electron Affinities of Functionalized Si(111) surfaces in Vacuum

Table 6.1 shows the computed IPs and EAs of three Si(111) surfaces (H, CH$_3$, CF$_3$) obtained at the DFT and $G_0W_0$ levels of theory. For H$^-$ and CH$_3^-$terminated Si(111) surfaces, for which experimental results are available, we found that IPs computed within DFT severely underestimated experimental data. The use of $G_0W_0$ many-body corrections significantly improved the calculated values of the IPs, i.e., the discrepancy with experiments was reduced within 0.3 eV.

Our results for H$^-$ and CH$_3^-$terminated Si(111) surfaces are in good agreement with
Table 6.1: Ionization potential (IP) and electron affinity (EA) of H−, CH3−, and CF3−-terminated Si(111) surfaces computed using Density Functional Theory (DFT) with the PBE functional and the G0W0 approximation. Results from photoelectron spectroscopy (Expt.) are also included when available [285, 279]. Theoretical results obtained with the LDA approximation are given in the parentheses [279].

<table>
<thead>
<tr>
<th></th>
<th>DFT</th>
<th>G0W0</th>
<th>Expt. [285, 279]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H−</td>
<td>4.76 (4.83)</td>
<td>5.26 (5.46)</td>
<td>5.29-5.31</td>
</tr>
<tr>
<td>IP</td>
<td>4.02 (4.10)</td>
<td>3.92 (3.93)</td>
<td></td>
</tr>
<tr>
<td>EA</td>
<td>5.76 (5.82)</td>
<td>6.26 (6.32)</td>
<td>6.29-6.31</td>
</tr>
<tr>
<td>CH3−</td>
<td>3.96 (4.06)</td>
<td>4.46 (4.71)</td>
<td>4.76-4.80</td>
</tr>
<tr>
<td>IP</td>
<td>3.22 (3.36)</td>
<td>3.12 (3.21)</td>
<td></td>
</tr>
<tr>
<td>EA</td>
<td>5.58</td>
<td>5.48</td>
<td></td>
</tr>
<tr>
<td>CF3−</td>
<td>6.32</td>
<td>6.82</td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EA</td>
<td>5.58</td>
<td>5.48</td>
<td></td>
</tr>
</tbody>
</table>

those of a previous theoretical study [279]. A small difference (∼0.20 – 0.25 eV) in the G0W0 result for the IP of the H− and CH3−-terminated Si(111) surfaces may originate from the use of different exchange-correlation functionals, as the DFT wavefunctions and eigenvalues were obtained using the local density approximation (LDA) in Ref. [279]. In addition, G0W0 calculations were directly obtained from slab models in Ref. [279], while here, to avoid carrying out G0W0 of thick slabs in large supercells, we estimated G0W0 corrections to the DFT band edges of Si(111) surfaces from bulk calculations [291]. In agreement with Ref. [292], we found that VBM and CBM states of the Si(111) surfaces considered here are bulklike, thus validating a posteriori our choice of bulk G0W0 corrections.

In addition, we found that the G0W0 corrections to the CBM and VBM are opposite in sign and of different magnitude. Similar conclusions applied to liquid water where the G0W0 correction to the VBM (∼2.7 eV) is significantly larger than that to the CBM (∼1.2 eV). This indicates that the BGC approximation does not hold, neither for Si nor for liquid water, consistent with the results of Ref. [275].
As expected, the absolute band edge positions of Si(111) surfaces strongly depend on their termination. In particular, the IP of the H—terminated Si(111) surface is 0.8 eV and 1.3 eV lower than those of the CH$_3$— and CF$_3$—terminated ones, respectively. As discussed in Ref. [279] the shift of the band edges is due to the change in the surface potential, which is related to the surface dipole moment ($\mu_z$): 

$$\Delta V_{\text{sur.}} = -4\pi \mu_z / A,$$

(6.3.1)

where $A$ is the surface area. In particular, the electron-donating group $-\text{CH}_3$ leads to a positive value of $\mu_z$, and thus decreases the IP and EA with respect to those computed for the H—terminated surface. In contrast, the electron-withdrawing group $-\text{CF}_3$ results in a negative value of $\mu_z$ and in an increase of the IP and EA values. The COOH—terminated Si(111) surface exhibits a complex structure. We considered different surface arrangements of the $-\text{COOH}$ group, defined in terms of the angle ($\alpha$) that the single C—O bond forms with the direction normal to the surface.

Fig. 6.3.1 shows that changing $\alpha$ has a profound effect on the relative electrostatic
Table 6.2: Band edge positions of H−, CH3−, CF3− and COOH−terminated Si(111) surfaces in the presence of liquid water, as computed at the DFT/PBE and $G_0W_0$ levels of theory. Results from electrochemical measurements are also included when available [283].

<table>
<thead>
<tr>
<th></th>
<th>DFT</th>
<th>$G_0W_0$</th>
<th>Expt.[283]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>4.49</td>
<td>4.99</td>
<td>5.10</td>
</tr>
<tr>
<td>CBM</td>
<td>3.75</td>
<td>3.65</td>
<td>3.98</td>
</tr>
<tr>
<td>CH3−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>3.62</td>
<td>4.12</td>
<td></td>
</tr>
<tr>
<td>CBM</td>
<td>2.88</td>
<td>2.78</td>
<td></td>
</tr>
<tr>
<td>CF3−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>5.88</td>
<td>6.38</td>
<td></td>
</tr>
<tr>
<td>CBM</td>
<td>5.14</td>
<td>5.04</td>
<td></td>
</tr>
<tr>
<td>COOH−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>4.23</td>
<td>4.73</td>
<td></td>
</tr>
<tr>
<td>CBM</td>
<td>3.49</td>
<td>3.39</td>
<td></td>
</tr>
</tbody>
</table>

potential $\Delta V_{\text{vac}}^\text{bulk}$ (see Eq. 6.2.1), and thus on the absolute position of the solid band edges. In particular, $\Delta V_{\text{vac}}^\text{bulk}$ is shifted by as much as 3.2 eV when the angle $\alpha$ is varied from 90.0° to 35.0°. This large variation originates from the modification in the value of the $z-$component of the surface dipole moment $\mu_z$.

These results indicate that in order to accurately determine the absolute band edge positions of the COOH−terminated Si(111) surface in solution, it is crucial to explicitly perform simulations of the COOH−Si(111)-water interface and determine the surface structure in the presence of the liquid.

**Band Edge Positions of Functionalized Si(111) Surfaces in Liquid Water**

The band edge positions of different functionalized Si(111) surfaces in liquid water, computed at the PBE and $G_0W_0$ levels of theory with Eq. 6.2.2 are shown in Tab. 6.2 and as green lines in Fig. 6.3.2. The band offset was computed as the difference between the VBM (CBM) in the bulk-like Si and water regions of the interface.
We verified that band offsets obtained from Eq. 6.2.2 agree with those obtained from the computed Local Density of States (LDOS) within 0.3 eV. We obtained LDOS as

\[ D(\epsilon, z) = 2 \sum_n |\langle z|\psi_n \rangle|^2 \delta(\epsilon - \epsilon_n), \tag{6.3.2} \]

where \( z \) is the direction perpendicular to the interface, the factor of 2 accounts for the spin degeneracy and \( \psi_n, \epsilon_n \) are the Kohn-Sham eigenstates and eigenvalues, respectively. The band offset was computed as the difference between the VBM (CBM) in the bulk-like Si and water regions of the interface. We found that the \( \approx 0.3 \) eV difference comes almost entirely from an overestimate of the Si bulk band gap obtained with the LDOS procedure, due to the use of a relatively thin Si slab composed of six layers. Indeed, it was shown in Ref. [293] that a thickness of at least 30 monolayers is required to recover the bulk band gap. In addition, we found that the electronic properties, e.g., the electronic gap, of bulk liquid water, is recovered within \( \approx 5 - 7 \) Å from the Si(111) surfaces. Hence, from an electronic standpoint, our LDOS calculations indicated an interface thickness of \( \approx 5 - 7 \) Å.

Our results are in satisfactory agreement (within \( \approx 0.1 - 0.3 \) eV) with experimental results [283] for the H−terminated Si(111) surface for which electrochemical measurements at the point of zero charge are available. As expected, similar to calculations for Si surfaces in vacuum, the surface termination has significant effects on the band edge positions of the solid in liquid water. In particular, we found that the CBM of H− and CH₃−terminated Si(111) surfaces are higher than the standard hydrogen electrode (SHE), while that of the CF₃−terminated Si(111) surface is lower. The hydrophilic COOH− terminated surface exhibit a slight shift (\( \approx 0.25 \) eV) of the band edges compared to those of the H− one, and its CBM is higher than the SHE.

We note that the VBM and CBM of water computed with the \( G_0W_0 \) approximation and PBE wavefunctions are 8.8 eV and 0.7 eV below the vacuum. Using, e.g., PBE0
Figure 6.3.2: Valence band maxima (solid lines) and conduction band minima (dotted lines) of the Si(111) surface functionalized with various groups shown on the x-axis, as computed with the $G_0W_0$ approximation. Blue and red lines indicate results obtained with scheme I and surface geometries optimized in the absence of liquid water, and for geometries extracted from molecular dynamics simulations performed in the presence of liquid water. For the COOH-terminated surface, we used the configuration with $\alpha = 90^\circ$ (see Fig. 6.3.1). The green lines indicate results obtained with scheme II; the dashed line indicates the experimental value of the standard hydrogen potential (SHE).

Wavefunctions as input for $G_0W_0$ calculations may improve the agreement with experimental results of 9.3–9.9 eV for the VBM, while the CBM position would be weakly modified as the LUMO of water is a delocalized state. However, we expect that the results presented in Tab. 6.2 are not affected by the change in $G_0W_0$ corrections due to wavefunction effects, as these corrections appear in both two steps: calculation of the band offset between water and the semiconductor; and calculation of band edge positions of liquid water relative to vacuum.

Aligning the band edge positions reported in Tab. 6.2 with water redox potentials requires knowledge of the PZC as water redox potentials at room temperature vary as a function of the pH, following the Nernst equation [294]:

$$E_{\text{red}}^{\text{pH}} = E_{\text{red}}^{\text{pH}=0} - 0.059 \times \text{pH}, \quad (6.3.3)$$

where $E_{\text{red}}^{\text{pH}}$ is the redox potential measured on the SHE scale. However, qualitative con-
clusions may be drawn. The CBM of the H—terminated Si(111) surface is higher than the water reduction potential at the PZC ($\approx 2.2$), and thus it is suitable for hydrogen evolution. The same conclusions hold for the CH$_3^-$ and COOH$^-$ terminated surfaces, as their CBM positions are higher than the water reduction potential, even at a very high value of pH, e.g. pH $= 14$. In contrast, the CF$_3^-$ terminated surface is not suitable for the hydrogen evolution reaction, as its CBM position is always lower than the water reduction potential. In addition, only the CF$_3^-$ terminated surface is suitable for oxygen evolution reaction as its VBM position is lower than the water oxidation potential at any pH value ranging from 0 to 14.

The presence of liquid water alters the position of the solid band edges computed in vacuum in several ways: (i) the interaction with liquid water may modify the surface structure and hence the surface dipole; and (ii) interfacial water molecules may form an additional dipole layer, counteracting or enhancing the solid surface dipole. To identify the magnitude of effect (i), we extracted Si(111) geometries from our MD simulations carried out in the presence of water, and we computed band edge positions using scheme I, and we obtained the results shown by the red lines in Fig. 6.3.2. Therefore, comparison between red and blue lines highlights the effect, on the electronic states of the surface in vacuum, of the structural modifications caused by the presence of the liquid; the difference between red and green lines reveals instead the effect of the change in the magnitude and direction of the interfacial dipole due to solid-liquid interaction.

For the three hydrophobic surfaces, we found negligible differences between results obtained with different geometries, indicating that hydrophobic Si(111) surface structures are weakly affected by the presence of liquid water, and the difference between the results computed with schemes I and II stems from the interfacial dipole only. Taking into account the interaction with liquid water shifts the band edge positions of the three hydrophobic surfaces closer to the vacuum level by $\approx 0.3 - 0.5$ eV (see blue and green
lines), and such a small difference implies the presence of a rather weak interfacial dipole moment. Overall, our analysis indicates that if the accuracy required in screening surfaces for optimal photoelectrodes is within 0.5 eV, effect of the solution may be neglected in the case of hydrophobic surfaces.

In contrast, both surface modification and the interface dipole play an important role in the case of the hydrophilic COOH-terminated Si(111) surface. In particular, band edges computed with the surface geometry extracted from MD trajectory are significantly shifted closer to vacuum ($\approx 1.3$ eV) when compared to those determined with the one obtained without liquid water and $\alpha = 90^\circ$ (see Fig. 6.3.1). This analysis clearly indicates that the electronic structure of hydrophilic surfaces may be remarkably modified in the presence of liquid water.

In addition to the effect of surface modification, there is an additional effect of liquid water, which further shifts the band edge of the COOH-terminated Si(111) surface closer to vacuum by $\approx 0.3$ eV. Interestingly, the magnitude and direction of band edge shifts would suggest the presence of similar interfacial dipoles in the case of the hydrophobic and hydrophilic surfaces considered here.

In order to investigate the intrinsic dipole of water molecules at the interfaces, we computed the OH bond tilt angle ($\theta$), defined as the angle that a vector along an OH bond forms with the direction perpendicular to the surface (see Fig. 6.3.3). The probability distribution of $\theta$ as a function of the angle and the distance from the outermost surface Si atom is shown in Fig. 6.3.3.

We found that the three hydrophobic surfaces exhibit similar angular probability distributions. In particular, at about $\approx 2.1$ Å from the surfaces, we observed maxima at 60 and 160 degrees, orientations corresponding to OH bonds pointing slightly outwards and towards the surface, respectively. This indicates that the molecular dipoles tend to point

---

$^1$The COOH−terminated surface with $\alpha = 90^\circ$ was chosen as it is more energetically favorable than the configurations with $\alpha = 35^\circ$ and $\alpha = 65^\circ$.
Figure 6.3.3: Probability of finding different orientations of water OH bond vector as a function of the distance from the outermost surface Si atom, computed for H−, CH3−, CF3−, and COOH−terminated surfaces.

away from the hydrophobic surfaces. Our argument is further validated by examining the probability of specific molecular orientations at the interface (see Fig. 6.3.4). The formation of an interfacial water layer with a positive dipole thus explains why the band edges of hydrophobic surfaces shift toward the vacuum level, in the presence of water.

In contrast, the water orientation at the interface with the hydrophilic COOH− Si(111) surface exhibits a noticeable different character. Fig. 6.3.3 indicates that in addition to a peak at 60°, the OH bond distribution shows a strong peak at 160°. Furthermore, we found that water molecules exhibit a large probability of having dipole moment pointing toward the surface (maroon rectangles in Fig. 6.3.4), i.e. negative dipole moments, instead of positive ones, as in the case of hydrophobic surfaces.

Thus one would expect a shift of the solid band edge positions in the opposite direction with respect to that of hydrophobic surfaces, which is not what we found in Fig. 6.3.2. We further examined the electronic density at the interface, in particular we computed:

\[ \Delta \rho_e = \rho_e(\text{solid/liquid}) - \rho_e(\text{solid}) - \rho_e(\text{liquid}). \]  

(6.3.4)
Figure 6.3.4: Probability of specific orientation of water molecules in the interfacial region. Molecular orientation of individual waters is classified in six different categories, depending on the orientation of two OH vectors with respect to the Si(111) surface.

The quantity $\Delta \rho_e$ is positive when there is an addition of charge to the system with respect to the isolated fragments, and negative in the opposite case.

In Fig. 6.3.5 we plot the planar average electronic density difference $\Delta \rho_e$ for a particular snapshot of the COOH−terminated Si(111) surface-water interface. The main changes in the charge density are localized directly at the interface, and there is a charge transfer from liquid water towards the semiconductor. This charge transfer leads to the creation of an additional dipole layer with a positive dipole moment that shifts the solid band edges closer to vacuum. In the case of the COOH−terminated surface, the charge transfer is clearly more significant than for the H−terminated one (inset of Fig. 6.3.5) and overcompensates the effect of the intrinsic dipole moment of the water layer, leading to a net shift closer to vacuum. A similar behavior has been observed for the work function of metals, e.g., Pt and Ru, interfaced with water [295].
Figure 6.3.5: Charge transfer at the COOH-terminated Si(111)-water interface. The inset shows the same quantity computed for the H-terminated Si(111)-water interface.

### 6.4 Summary

In summary, we present a general computational framework for the calculation of band edge positions of a photoelectrode in liquid water, and their alignment with water redox potentials. Our computational framework includes the effects of the liquid and solid surface structures, and we employ accurate many-body GW calculations for the electronic properties of semiconductor-liquid interfaces.

Application of our approach to the calculations of the band edges of functionalized Si(111) surfaces shows that: (i) in agreement with the previous study [279], the absolute band edge positions of the surfaces strongly depends on their termination; (ii) the effect of liquid water on band edges of hydrophobic surfaces is similar and within 0.5 eV, thus indicates that in materials screening studies, trends between different systems with hy-
drophobic terminations may be determined without explicit consideration of liquid water, if an accuracy less than 0.5 eV is acceptable; (iii) the effect of water may be significant for hydrophilic surfaces, and the use of a simple computational scheme neglecting water may lead to substantial errors; (iv) band edge positions of the surfaces, in particular of the hydrophilic one, are not only affected by intrinsic dipole of interfacial water molecules, but also by the charge rearrangement at the interfaces; (v) many body GW corrections are essential to obtain band edge positions in good agreement with experiment; (vi) the band gap center approximation does not hold neither for Si or liquid water, e.g., it fails drastically for liquid water. We note that results presented here correspond to electrochemical measurements at the PZC, work is in progress to simulate photoelectrodes in contact with water under different pH conditions, and to compute the corresponding band edge alignment.
Conclusions

With the aim of devising new theoretical and computational techniques to describe heterogeneous interfaces, the work presented in this thesis represent progress in: (i) theoretical and computational developments in electronic structure; and (ii) understanding of the physical and chemical properties of complex materials interfaces.

Theoretical and computational developments

In this thesis I presented an efficient and accurate way to carry out $GW$ calculations for realistic systems, based on the Projective Dielectric EigenPotential method for Green’s function formulation of the many-body problem. The algorithm devised in the thesis offers several advantages over those currently employed in the literature: i) explicit summations over unoccupied single particle states are not required to obtain the Green’s function or dielectric matrix; ii) the storage and inversion of large dielectric matrices are avoided; iii) the use of plasmon-pole models is not necessary; and iv) the numerical accuracy of the calculation of single particle energies controlled by a single parameter, i.e., the number of dielectric eigenvalues and eigenvectors in the spectral decomposition of the dielectric matrix. These advantages open the possibility to compute the electronic properties of realistic systems with the $GW$ approach.

In addition to the theoretical formulation summarized above, I have been one of the main developers of the first version of a $GW$ code (WEST). The WEST code was written in
Fortran90 and interfaced with the open-source Quantum-ESPRESSO package. The code was used by several members of the Galli group at the University of California Davis (now at the University of Chicago), and by several of our collaborators over the world. Further development of the WEST code is being continued, with the goal of making the final product an open source code.

**Physical and chemical properties of complex material interfaces**

In this thesis I used a combination of theoretical and computational techniques to provide a microscopic description of heterogeneous interfaces, which allowed for a direct comparison with experiments.

I used DFT and DFT-based first-principles molecular dynamics to provide insights into experimental measurements, e.g., to interpret the vibrational spectra of the ice Ih surface and Al₂O₃/water interface, and to explain the variation of the dielectric constant of nitride thin films as a function of thickness. Ground state properties were found to be in good agreement with experiments.

The development of the GW approach based on the spectral decomposition of the dielectric matrix allowed us to quantitatively describe excited state properties of heterogeneous interfaces. For examples, this thesis showed that the use of the GW method improves the comparison with photoemission experiments for, e.g., the band offsets of the Si₃N₄/Si(001) and Si/water interfaces, and of the band gaps and band edge positions of liquid water and aqueous solutions.

The GW approach developed here allowed us, for the first time, to investigate the electronic properties of realistic heterogeneous interfaces and to establish relationships between local interface structures, electronic properties of semiconductors and their reactivity in aqueous solutions. An example presented in this thesis is that of functionalized Si surfaces interfaced with water, in which we studied the effect of surface functionalization
on the alignment between Si band edges and water redox potentials, and we suggested a possible approach to engineer and design semiconductor surfaces for photoelectrochemical water splitting.

Future work

The work presented in this thesis represents the very first step towards the development of a general computational framework for describing heterogeneous interfaces. There are a number of outstanding challenges and issues raised by the present study, which require additional theoretical and computational developments.

First, although the $GW$ approach developed in this work is applicable to systems with hundreds of electrons, further developments to optimize the $GW$ code developed in this thesis are necessary so as to apply the approach to interfacial systems with thousands of atoms.

Secondly, all $GW$ calculations presented in the thesis were performed with the $G_0W_0$ approximation, and it would be interesting to go beyond this approximation, and evaluate the effect of the choice of the starting wavefunctions on the energy alignment at heterogeneous interfaces.

Thirdly, $ab$-$initio$ simulations to obtain models of heterogeneous interfaces are still challenging, as the level of theory necessary to describe, e.g., chemical bonds and adsorption events at the interfaces is yet unclear. Levels of theory more sophisticated than semi-local density functionals, such as DFT with hybrid functionals or with many-body dispersion interaction corrections may be necessary to investigate structural properties of complex materials interfaces.

As one could see, there are a lot of additional developments and calculations required to understand the physics and chemistry occurring at heterogeneous interfaces. However, any thesis should have its last sentence. I stop my writing here and I am already starting
developments in future directions.

Livermore, California, July 2014
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